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Foreword

The maturity of remote sensing applications and technology has resulted in many
innovative uses of satellite and airborne imagery. One particular use that has accel-
erated over the past few years is focused on time-sensitive remote sensing, which
reduces the time for image acquisition, analysis, and product delivery. Bundling of
these steps into an efficient remote sensing system has resulted in the capability to
address questions for applications where the time from acquisition to information is
critical.

While several broad applications benefit from time-sensitive remote sensing, one
in particular is disaster response and recovery. Over the past 22 years there has been a
remarkable change in the way we in the US emergency management and first respon-
der community respond to disasters. Throughout my career, first with the National
Aeronautics and Space Administration (NASA) and then with the Department of
Homeland Security, Science and Technology (DHS/S&T), I have had the privilege
to serve with first response teams using remote sensing technologies to aid the re-
sponse and recovery operations of some of our worst national disasters. Throughout
these events I have witnessed the convergence of technologically-maturing remote
sensing capabilities and human effort to bring assistance to victims in need of relief.
During the response to Hurricane Andrew in 1992 aerial imagery was acquired and
processed primarily outside of the operational disaster response process to support
the governor’s request for Federal relief funds and to help put a face on the magni-
tude and extent of the event. At that time, digital multispectral scanner data could
not be acquired at a spatial resolution adequate to address damage assessment re-
quirements at a building level. Aerial photography was flown, processed overnight,
printed and sent by special courier back to the governor’s team building the dam-
age assessment. In 1999, Hurricane Floyd resulted in extensive flooding that lasted
several weeks. The duration of the event permitted the use of government satellite
assets like Landsat and RADARSAT to provide a synoptic view of river systems
in flood stage while airborne assets flew dedicated missions to detail the status of
specific communities. These missions, again, were mostly outside of the operational
disaster response, which focused on saving lives and property, but served to provide
a compelling assessment of the magnitude of this disaster.

By 2003 the face of remote sensing had changed a great deal. Several commer-
cial companies had made the shift to digital camera systems. Space Imaging had
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vi Foreword

launched Ikonos and DigitalGlobe had launched QuickBird, a new generation of
satellites equipped with high spatial resolution sensor systems. When NASA’s Shut-
tle Columbia suffered a disastrous failure that year on February 1st, remote sensing
assets were soon brought in to assist the extensive ground search operations. Image-
based products from satellite and airborne systems were constructed on a daily basis
and used to target optimal search areas. During the response to Hurricane Katrina,
realization of the importance of imagery to the response process resulted in imagery
being used to generate specific products, including siting temporary housing on the
Gulf Coast of Mississippi and flood extent in New Orleans.

During Hurricane Sandy the use of remote sensing had evolved to the point of
incorporation into the operational response flow. Since hurricanes rarely occur with-
out notice, the DHS Federal Emergency Management Agency (FEMA) was able
to pre-position aerial assets for post event acquisitions by taking advantage of the
strong partnership formed with the Civil Air Patrol and the National Oceanic and At-
mospheric Administration (NOAA) to fly missions over the areas of greatest impact.
The maturity and capabilities of digital cameras used by these organizations and the
ability to get the images into operations quickly that they enabled were critical to
the response effort. These digital images were used to expedite the rental assistance
applications for over 44,000 victims of that storm.

The evolution of disaster response, briefly described above, demonstrates that as
the gap between technology and information (for example radar backscatter and res-
idential damage, respectively) becomes smaller, the more the disaster management
community will rely on remote sensing as a critical tool during response. That is
because disaster response, like several other applications, is fundamentally a time-
sensitive process where having 75 % of the answer at the time the decision has to
be made is better than 100 % after the fact. Furthermore, what the disaster events
described above all demonstrate is the need for rapid access to current informa-
tion about the status of human health and infrastructure so that response resources
can be allocated in the best possible way to minimize suffering and loss. One of
the best sources of current information following a disaster is remote sensing im-
agery acquired, processed, and delivered within the timeframe of the specific event
underway.

This book provides a detailed discussion of the topic of time-sensitive remote
sensing. It describes methods for improving the delivery of image data and the struc-
turing of acquisition methods to optimize disaster assessment procedures such as
change detection. It contains information on a new sensor system for characteriz-
ing fires and also presents information on technology that leverages pre-event and
post-event imagery to improve the acquisition of field data for applications such as
preliminary damage assessment and search and rescue.

Time-Sensitive Remote Sensing also describes ongoing governmental programs
constructed by NOAA and NASA to facilitate the use of remote sensing for disaster
response. These programs serve as a guide for other agencies and organizations with
remote sensing missions to follow. Furthermore, this section provides an overview
of the International Charter and the role it plays in accessing international remote
sensing assets for disaster response.

diane.k.davies@nasa.gov



Foreword vii

Disasters resulting from different hazard types (i.e. fire, flood, earthquake, hur-
ricane) all have different timelines for the event; the time in which the event is
recognized, occurs, impact are manifest, and in which response must occur to be
effective. Efficient response to these different hazards must work within the timeline
of the particular disaster to protect life and preserve property. Time-sensitive remote
sensing methods identify the timeframe of a particular application, such as disaster
response, and seek to provide information within the window of that timeframe.
The final section of Time-Sensitive Remote Sensing presents four applications that
illustrate the use of remote sensing for earthquake, fire, and drought as well as an
overview of several other hazards. It describes unique approaches in the use of im-
agery and delivery mechanisms to address these needs. Although primarily focused
on the application of time-sensitive remote sensing for disasters it is important to
recognize that this approach to remote sensing applies broadly to a range of appli-
cations where the status of phenomena or change in land cover at specific times are
critical, including for example agriculture, infrastructure monitoring, and environ-
mental assessment. The discussions presented in this volume have relevance to a
wide range of applications.

As disaster response organizations mature their Standard Operating Procedures
and adopt new technologies to improve response operations the demand for more
accurate and rapid information will increase. Approaches to time-sensitive remote
sensing will guide the development of innovative sensor technology and analysis
techniques as data providers seek to meet the requirements of this unique application
area. The discussions in this book are the start of what will surely be a long-term
effort to realize the full potential of remote sensing for disaster response.

Department of Homeland Security, Science and Technology Bruce A. Davis
Directorate (Retired), Washington, DC, USA
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Remote Sensing Theory and Time-Sensitive
Information
Christopher D. Lippitt and Douglas A. Stow

Abstract

The role of time in remote sensing is complex and, particularly in the case of
time-sensitive remote sensing, can impose substantial control on the utility of
information derived using remote sensing techniques. A common vernacular is
used to define the role of time in remote sensing as it is currently understood. The
various manifestations of time in the remote sensing process are then evaluated
in terms of their potential effect on the utility of information produced. The
concept of information utility, which necessitates acknowledgment of remote
sensing’s role as a information production system, provides an orienting construct
for evaluating the affect of time on the remote sensing process.
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2 C. D. Lippitt and D. A. Stow

1 Theory in Remote Sensing

This chapter interrogates the role of time in the remote sensing process from a the-
oretical perspective. The myriad interactions between time and the remote sensing
process are minimally addressed in most conceptual models of remote sensing, de-
spite the control time can exert over the utility of the information produced by remote
sensing (Lippitt et al. 2014). To effectively leverage the unique synoptic observa-
tion capabilities of remote sensing to produce time sensitive information, monitor
transient phenomena, or accurately characterize the nature of dynamic changes, a
coherent body of knowledge prescribing methodological best practices is critical.
This body of knowledge will necessarily be based on empirical tests and practical
experience deploying various remote sensing systems, but just as necessarily, a com-
mon vernacular, conceptualization of remote sensing, and common understanding
and active debate of the role of remote sensing in science and society. This book
and the theoretical treatment of time in the remote sensing process presented in this
chapter are intended to contribute to and (hopefully) facilitate expansion of the body
of knowledge relating to the use of remote sensing to inform time-sensitive deci-
sions and, accordingly, expand the utility of remote sensing to some of societies’
most pressing challenges.

To date, remote sensing has been primarily an engineering exercise focused on
the design, implementation, and testing of hardware and software systems to permit
earth observation and mapping. The discipline’s primary epistemology, academic
culture, and mode of instruction are focused on what is resolvable at what precision
using a given remote sensing approach. Knowledge is generated through empirical
testing, comparison to some standard, and rigorous validation. The ability of remote
sensing to do various tasks has advanced substantially as a product of this empirical
approach and many technological innovations from a multitude of disciplines.

It is fair to say that remote sensing approaches now play a primary data collection
role in earth science disciplines (e.g., Hartmann et al. 2013). The persistent role
of remote sensing in intelligence and war fighting (Stanley 1981), coupled with its
many civilian applications (Mondello et al. 2006) have helped make remote sensing
into a broad and well funded discipline that spans a variety of academic departments,
industries, and branches of government. Like geographic information systems (GIS),
remote sensing is a technology that is used (i.e., a tool), but is also a profession
that is practiced (e.g., photogrammetry, image analyst), and an academic discipline
that exists formally in academic journals, degree specializations, and professional
societies.

The broad utility of remote sensing as a tool and the subsequent demand for
trained professionals may help explain why the discipline has largely focused on
improvement of the ability to resolve targets or measure properties; those improve-
ments, even if incremental, have tangible benefits with quantifiable value. The ability
to resolve novel targets or to make measurements with improved precision expands
the use of remote sensing into new application domains, prompts the creation of
new remote sensing companies, and ultimately contributes to better data and better

diane.k.davies@nasa.gov



Remote Sensing Theory and Time-Sensitive Information 3

science. In 2011 remote sensing was a 7 billion US$ per year industry projected to
grow at between 9–14 % per year for the next decade (Mondello et al. 2011).

Remote sensing employs laws (e.g., Boltzman’s, Wien’s, Planck’s) and theory
(e.g., particle, wave) from physics, but there are few examples of work seeking gen-
eralized principles of remote sensing in the literature. The few examples of published
works about the nature of remote sensing that do exist (e.g., Phinn et al. 2003; Schott
2007; Strahler et al. 1986; Woodcock and Strahler 1987) conceptualize what might
be called remote sensing theory and have had a measurable impact on the discipline,
whether by citation rate or pervasiveness of the concepts in use today. However,
these seminal references minimally address the role and importance of time as a key
element of remote sensing theory. While examples of published works are rare, the
promise of theory in remote sensing science is significant (Lippitt et al. 2014; NASA
2013).

This chapter attempts to contribute to the small but important body of remote
sensing theory and establishes the foundations for the theme of this book—time-
sensitive remote sensing. Specifically, it seeks to contribute toward what Lippitt
et al. (2014) refer to as “a paucity of methodological prescription and theory vis-à-vis
information timeliness.” Conceptualizations of time in the remote sensing literature
and their related terminology are reviewed and followed by a discussion of the various
ways in which time plays a critical role in determining the utility of remote sensing
derived information.

2 Conceptualizing Time in Remote Sensing

Remote sensing of materials, objects, or phenomena necessarily requires consider-
ation of when to observe, such that the timing of acquisition is aligned to optimize
target or phenomenon observations and possibly coordinated with ancillary (e.g.,
ground) observations. While perhaps obvious, this simple principle can become
challenging to implement when phenomena are transient; coordination of assets to
be located over the scene, prediction of the appropriate time to observe, adapting to
changing conditions, etc., all present operational challenges to this most rudimentary
temporal question in remote sensing—when to acquire. Beyond when to acquire, the
timeliness (Lippitt et al. 2014) of remote sensing derived information presents a sec-
ond critical temporal question. While neither of these questions has received a great
deal of attention in the remote sensing literature, both are fundamental to the utility
of remote sensing, as a tool, profession, and discipline.

Like most scientific disciplines, remote sensing has a nomenclature, a set of terms
that are accepted by its practitioners to enable discussion of concepts efficiently and
precisely. The small subset of terms relating to time provide a window into how
remote sensing has, to date, conceptualized time in the remote sensing process.
These conceptualizations of time, codified by terminology, help elucidate appropriate
remote sensing methods and, subsequently, increase the value of remote sensing as
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4 C. D. Lippitt and D. A. Stow

a tool and the intellectual merit of remote sensing as a discipline. They represent
generalized truths about the role of time in remote sensing. Terminology relating to
time is reviewed and new terms useful for conceptualizing and communicating time
in the remote sensing process are proposed.

2.1 Temporal Resolution

Temporal resolution, which is defined by Jensen (2007, p. 17) as “how often the
sensor records imagery of a particular area”, is the only theoretical concept of time
that is widely accepted in the remote sensing literature. The concept of temporal res-
olution explains well the operation of satellite-based sensors; orbits, whether polar or
geostationary, enable repeated observation of earth surface locations at a predictable
interval. For airborne sensors, however, it is far less clear how to define their temporal
resolution beyond being more variable and flexible than satellites, except perhaps
in the context of routine surveillance. Despite not always being quantifiable and
its variable applicability to sensors, the concept of temporal resolution has proved
indispensible to remote sensing.

Temporal resolution can be defined quantitatively as the number of observations
per unit time, characterizing temporal sampling frequency or the time interval be-
tween successive observations. The term has not, however, necessarily implied
regular intervals between those observations in common use. In the case of regu-
lar sampling intervals, temporal resolution can be described by a single frequency.
Any deviation from that single frequency can be considered modulation (M) of the
temporal resolution, quantifiable as:

M = Rmax − Rmin

R
(1)

where R is the temporal resolution in units of observations per unit time, Rmax the
maximum temporal resolution and Rmin the minimum temporal resolution. Modu-
lation provides a measure of the degree of variation in temporal resolution and makes
its quantitative description possible even in cases where frequency varies.

2.2 Timeliness

The concept of timeliness, defined by Lippitt et al. (2014, p. 6817) as “the time
between information request and the use of that information to inform a decision”,
provides a more quantitative meaning than the conventional definition of timeliness
that simply means the state of being timely. Timeliness situates remote sensing in
a decision support context by describing the amount of time required to produce,
deliver, and ingest remote sensing derived information. While broader acceptance of
the term remains to be seen, timeliness provides a concept that is critical to the use
of remote sensing to answer time-sensitive questions.

diane.k.davies@nasa.gov



Remote Sensing Theory and Time-Sensitive Information 5

Timeliness quantifies the amount of time required to deliver information to a
user once that user requests the information, where that user could be a human or
automated system (Lippitt et al. 2014). It seems, however, that there are several
categories of timeliness that might be useful to describing the time required for
various tasks. Lippitt et al. (2014) allude to these categories, but do not specify
them. Acquisition time (TA) describes the amount of time required to collect remote
sensing of a given target from the request for that acquisition, analysis time (TR) the
time required to process collected data into an information product, and transmission
time (TC) the time required to move data or information between systems or persons.
Collectively, these determine the timeliness of a given remote sensing system (RSS).
By definition, minimizing timeliness is of primary concern to time-sensitive remote
sensing applications.

2.3 Capacity

The ability of a remote sensing system to produce information within a given time-
period (i.e., timeliness) can be estimated by quantifying the capacity of a remote
sensing system to observe ground area (i.e., sensor capacity), process data into
information products (i.e., analyst capacity) and deliver data and information (i.e.,
channel capacity) (Lippitt et al. 2014). Capacity is a measure of volume (e.g., area,
data quantity) per unit time. Conceptualization of all systems required to acquire,
process, and distribute remote sensing data and information as a single remote sensing
system where individual components of that system have a capacity that, in aggregate,
determine the capacity of the system as a whole, enables the configuration of a remote
sensing system to be explicitly linked to the timeliness of that system.

2.4 Time-Sensitive

Time-sensitive remote sensing, what many other authors have described as ‘real-
time’ remote sensing (e.g., Ambrosia et al. 2003; Burkert et al. 2011; Cervone
et al. 2006; Chen et al. 2011; Micheloni and Foresti 2006; Sannier et al. 2002),
is described by Lippitt (2014, p. 6817) as “remote sensing applications where the
utility of information changes as a function of the time inherent in the operation
of the system.” The term time sensitive provides a nuanced clarification relative
to real time with respect to describing expedited remote sensing applications, but
more importantly it represents an advancement in remote sensing’s conceptualization
of its role as an information production system. It makes clear that time-sensitive
remote sensing, and arguably all remote sensing, necessarily must consider the user
intended to employ that information if that information is to be of the most value. If
the information arrives to late, its value is reduced or eliminated.

While time sensitivity is clearly defined, it seems that there are several ways in
which remote sensing can be time sensitive. While many applications are sensitive
to the amount of time required to produce and deliver information to a user (e.g.,
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6 C. D. Lippitt and D. A. Stow

hazard response), others are sensitive to only a portion of the RSS. Observation of
transient phenomena, for example, may make the utility of information sensitive to
acquisition time, but not to analysis or transmission time. Monitoring algae blooms,
for example, requires acquisition within a relatively short temporal window, but does
not, for many scientific applications, necessitate expedited processing or delivery to
a user, unless information is needed to guide in situ ocean surface measurements
at the time of the bloom. Similarly, other applications may leverage archival data,
making them sensitive to analysis and transmission time, but not to acquisition time.
We can therefor consider applications to be acquisition time-sensitive, transmission
time-sensitive, and/or analysis time-sensitive.

2.5 Window of Opportunity

Some applications do not fit the definition of time-sensitive provided by Lippitt et al.
(2014), but are none-the-less sensitive to time. Monitoring of coastal processes or
tidal boundary mapping, for example may require that acquisition be coordinated
with specific tidal stages. In such a case, the time between the decision to acquire and
the acquisition (i.e., acquisition time) does not affect the utility of the information
produced, unless there is only one such observational opportunity. What does affect
the utility of that information is the ability to acquire at the appropriate tidal stage,
during what can be considered a window of opportunity. The utility of the information
that such a RSS produces is not sensitive to the amount of time inherent in the
acquisition, transmission, or analysis of remote sensing data, but it is sensitive to the
ability to observe transient phenomena at a specific point in time.

3 Time and Information Utility

Information derived from remote sensing sources has some amount of utility or value
that varies as a function of the quality of the information produced and the user’s
timely employment of that information in a decision process (Lippitt et al. 2014).
Measurement or quantification of utility necessarily requires consideration of the
effect of that information on a decision process, compared to it not informing that
decision process. Quantification of the utility of information derived from remote
sensing sources is challenging due to the many factors affecting the information itself
(e.g., accuracy, timeliness), its combination and weighting with other information
sources, how it is presented to a user, and how it is employed. Nonetheless, it provides
a concept and clear rationale for the configuration of RSSs—to maximize the utility
of the information produced in its intended decision context. Time-sensitive remote
sensing, by definition, makes the utility of remote sensing information sensitive to
the timeliness of delivery, but the utility of information is affected by time, in some
way, for all remote sensing.
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3.1 Temporal Resolution

Temporal resolution is a measure of temporal sampling density, in the same way that
sampling density in a spatial context determines the scale of phenomena observed
(Turner et al. 1989). Temporal resolution must therefore be matched to the temporal
scale of the phenomena being measured, making the affect of temporal resolution
on the utility of remote sensing derived information idiosyncratic to the application
and/or phenomena under observation. The higher or finer the actual and potential
temporal resolution of a RSS the more likely that critical timeliness can be achieved.
Higher/finer temporal resolution also increases the potential utility of an RSS to
adequately capture the dynamics of processes or phenomena.

Turner et al. (2008) call for an increase in temporal and spatial resolution in satel-
lite remote sensing systems, but there are technological limits that necessitate the
tradeoff of spatial resolution and spatial coverage, such that increases in temporal
resolution require reduction in spatial resolution. Systems like the NOAA Advance
Very High Resolution Radiometer (AVHRR) and Aqua/Terra Moderate Resolution
Imaging Spectrometer (MODIS) have relatively high temporal sampling frequency
(e.g., one to four observations per day), but do so at relatively coarse spatial resolution
(250 m–8 km). Commercial high spatial resolution satellites offer the promise of high
temporal resolution (Hodgson et al. 2010) through their pointability and through con-
stellations of platforms carrying identical sensors (Tyc et al. 2005). Since pointability
involves variable look angles, it introduces variability in apparent surface radiance
and emittance, and view geometries that are unsuitable for many types of time series
analyses.

3.2 Timeliness

Timeliness has a clear affect on the utility of information produced from remote
sensing (Lippitt et al. 2014). The magnitude of that affect is a product of the time
sensitivity of the information that informs decision-making or knowledge formula-
tion tasks. In many cases, information derived from a RSS that does not meet critical
timeliness requirements has no utility, even if it is highly accurate and/or precise.
Conversely, information that does meet critical timeliness requirements may be suf-
ficiently inaccurate or imprecise to yield wrong decisions. Even in cases that do
not fit the definition of time-sensitive remote sensing, the timeliness of information
delivery still affects the utility of the information produced (Phinn et al. 2003). As
an example, monitoring land cover change for planning and decadal projections,
may require results within months or years of the decision to employ remote sens-
ing techniques to obtain that information. Current technological, administrative, and
analysis practices regularly produce information within these time scales, not meet-
ing the definition of time-sensitive remote sensing put forth in Lippitt et al. (2014),
but that information nonetheless must be delivered within some time frame to be of
use for decision-making. Decline in the utility of such information to inform planning
decisions is gradual relative to the time scales of current remote sensing technology
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and practice, but contractual obligations, policy cycles, and a range of other potential
factors make timeliness a fundamental control on information utility in all cases.

3.3 Window of Opportunity

The time at which remotely sensed data are captured can determine the utility of in-
formation derived from such data. If the window of opportunity to capture a process
or phenomenon of interest is missed, resultant information products may have no
utility. In some cases, time of acquisition represents a continuous control on infor-
mation utility by contributing to the timeliness of information delivery. Similarly,
analysis and transmission time can act as binary or continuous controls on infor-
mation utility, but binary control (i.e., useful/not useful) is limited to time-sensitive
remote sensing applications where analysis or transmission time alone are greater
than the timeliness requirements of a given user case. Timeliness is often a binary
control on information utility to a particular user, in cases where information delivery
cannot take place before a decision is made. The affect of timeliness on information
utility is user and use specific; utility may be reduced to zero for one user tasked
with a given decision (e.g., land manager with a report due), but that information
may still be of use to others or to that same user for a different application (e.g., next
years report).

Recently implemented and tested missions, both spaceborne (e.g., Davies et al.
2009; Ip et al. 2006) and airborne (e.g., Ambrosia et al. 2003), have begun to ex-
plicitly consider the timeliness of information delivery in their design by designing
sensor, transmission, and analysis systems in concert. These systems produce and
deliver data and information and, therefore, meet the definition of RSS proposed by
Lippitt et al. (2014). This change in practice represents a profound change in con-
ceptualization from remote sensing as a data collection technique to remote sensing
as an information production system; so profound that one of the first operational
missions to adopt this orthodoxy, MODIS, has been adjectivalised to “MODIS-ize”
to describe this change in approach. MODIS-izing, which is essentially the adoption
of the Lippitt et al. (2014) definition of RSS, has been demonstrated by MODIS and
related programs to lead to dramatic reductions in the time required to deliver remote
sensing derived information (i.e., timeliness).

4 Conclusions

Time is implicit in the remote sensing process. Collection, transmission, analysis,
and even light traveling from the ground to a sensor, all take time. All phenomena
observed are inherently transient at some temporal scale. The role of time in the
remote sensing process is complex and idiosyncratic to the application, but not so
complex that clear trends and dependencies cannot be observed or generalized. The
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terminology and concepts reviewed here likely represent a subset of the myriad
ways in which time affects the utility of remote sensing derived information, but
none-the-less represent a promising body of knowledge on which to build.

The concept of information utility, which necessitates acknowledgment of remote
sensing’s role as a information production system, provides an orienting construct for
evaluating the affect of time and other factors on the remote sensing process. While
utility is difficult to empirically measure or quantify and is thus, for now, a theoretical
concept, it permits interrogation and generalization of the affect of various factors
on remote sensing. In this chapter, utility provides a concept for evaluating the affect
of time on the remote sensing process.

Unlike the majority of remote sensing research, this chapter does not test, observe,
or measure. Instead it takes a meta-view and theoretical approach to understanding the
role of time in the remote sensing process. The chapters that follow provide valuable
methodological insights and document useful applications of time-sensitive remote
sensing.
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Time-Sensitive Remote Sensing Systems for
Post-Hazard Damage Assessment
Douglas A. Stow, Christopher D. Lippitt, Lloyd L. Coulter
and Bruce A. Davis

Abstract

Remote sensing can provide useful information in post-disaster assessments, de-
pending on the type of hazard and when in the emergency response and recovery
stage, the particular types of information are required. Three general types of post-
disaster assessment can be defined, for which remote sensing may contribute to
data gathering and information delivery: (1) large-area reconnaissance, situational
awareness, and/or mapping of damage extent and severity (i.e., what communities
suffered the most impact), (2) impact to family stability in terms of homes and
businesses damaged or destroyed, and (3) impact to critical infrastructure such as
roads, energy grids (electrical, gas and water), and public facilities.

This chapter provides a comprehensive perspective on the rationale and end-
to-end design of time-sensitive remote sensing systems (TSRSS) that are able
to provide timely information on magnitude and extent of damage immediately
following hazard events in support of emergency management decision-making.
An emphasis is placed on airborne platforms because of their greater flexibility
and lower altitude of operation, which enables finer spatial resolution sensing
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and greater control over imaging characteristics, as well as improved temporal
tasking.

Remote sensing and related technologies associated with small aircraft, con-
sumer grade digital cameras, and image processing procedures have matured
substantially over the past decade and have been integrated into prototype TSRSS
that are ready for operational and cost effective implementation for post-hazard
damage assessment. Although some technology development in the area of image
analysis still remains to be accomplished, the main limitations to implementation
are institutional in nature (e.g., funding, technology coordination and accep-
tance, and government regulations). These limitations are worth overcoming so
that TSRSS are implemented to save lives, aid in recovery, rehabilitation and
remediation, and reduce clean-up costs associated with disasters.

Keywords

Hazards · Emergency response · Airborne remote sensing · Repeat station
imaging · Change detection · Time sensitive

1 Introduction

Remote sensing (RS) imagery derived from airborne (suborbital) digital and earth
observation satellite (orbital) systems (Visser and Darwood 2004) provide valuable
sources of information about the location and severity of damage following major
disasters (Stryker and Jones 2009). Disasters or hazards of a more geographically-
extensive nature where remote sensing is particularly relevant include hurricanes,
tornados, earthquakes, tsunamis, wildfires, floods, and terrorist events (Hodgson and
Davis 1998). RS imagery has been underutilized and with limited effectiveness for
these damage assessment tasks, largely because of a lack of technology integration,
pre-event planning, and suitable data/information delivery systems. When effectively
implemented, RS imagery can provide information on the degree, extent, and nature
of damage to built and natural features which can be used to readily estimate the
amount, distribution, and types of relief required.

Remote sensing can play multiple roles in post-disaster assessments, depending
on the type of hazard and when in the various stages of emergency response and re-
covery particular types of information are required (Cutter 2003; Joyce et al. 2009).
Three general types of post-disaster assessment can be defined, for which remote
sensing may contribute to data gathering and information delivery: (1) large-area
reconnaissance, situational awareness, and/or mapping of damage extent and sever-
ity (i.e., what communities suffered the most impact), (2) impact to family stability
in terms of homes and businesses damaged or destroyed, and (3) impact to critical
infrastructure such as roads, electrical grid, and public facilities. Another poten-
tial role of remote sensing is estimation of debris volumes for subsequent removal;
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however minimal research and development activities have been conducted to
evaluate, let alone operationalize such an implementation of remote sensing.

The goal of this chapter is to provide a comprehensive perspective on the rationale
and end-to-end design of time-sensitive remote sensing systems (TSRSS) that are able
to provide timely information on extent of damage and volume of debris immediately
following hazard events in support of decision making by emergency managers. The
objective is to describe the considerations and specifications for the components
of the TSRSS in a manner that bridges the more theoretical treatment of TSRSS
found in Chap. 1 with the more technical and applied material covered in Chap. 3.
An emphasis is placed on airborne platforms because of their greater flexibility and
lower altitude of operation, which enables finer spatial resolution sensing and greater
control over imaging characteristics and timely acquisitions.

The proposed systems are based on theoretical, technical and applied aspects of:
(1) time-sensitive remote sensing, (2) end-to-end airborne imaging systems, (3) pre-
cision image registration, (4) image change detection, (5) softcopy photogrammetry
and light detection and ranging (LiDAR) for digital surface modeling, and (6) image
and map delivery systems. All of these components of remote sensing are pertinent
to effective damage assessments and are addressed in this chapter.

2 Information Requirements

Any remote sensing-based decision support system should be, first and foremost,
responsive to users’ information requirements (Phinn 1998). Information require-
ments of emergency response organizations need to be specified, in order to develop
a TSRSS that provides appropriate information in a sufficiently reliable and timely
fashion. National level emergency response organizations, e.g., the U.S. Department
of Homeland Security (DHS), Federal Emergency Management Agency (FEMA),
and regional and local emergency operations centers should be included as members
of research teams to identify specific information requirements such as timeliness, ac-
curacy and precision of damage assessments, cost constraints, and in-house technical
capabilities. Their participation throughout any research involving the incorporation
of advanced technologies to improve existing procedures is critical to successful
implementation into operations.

Particularly important input from emergency response agencies is a determination
of the types of hazards that have a reasonable probability of inflicting damage to a
given jurisdictional area, as well as the types of built and natural features for which
damage assessments are to be conducted. Damage and debris characteristics can be
different for different types of hazards, as influenced by the nature of the disturbance
associated with each type of hazard (e.g., water inundation for floods, high wind
speeds for tropical storms, or ground shaking for earthquakes). For each hazard, the
types of built features that may be damaged and the characteristics of damage will
differ. Other important guidance from emergency managers is whether information
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on damage is desired for all built features or some subset, such as critical infrastruc-
ture. Critical infrastructural features could include for instance, major transportation
features, power generating facilities and transmission equipment, medical facilities,
or any feature that if severely damaged, could result in massive secondary damage
(e.g., fire and flooding). Determining which infrastructural features are truly critical,
where they are located, and how damage would likely be manifested, in preparation
for a potential disaster, can help guide the development and implementation of an
effective TSRSS for post-disaster assessment.

3 Remote Sensing Roles, Strategies and Options

The most timely and arguably the most important information required for disaster
response is associated with critical infrastructure, which affects emergency response
communications and transportation, and the ability to provide timely medical care
and to minimize secondary hazards (e.g., fires stemming from earthquake damage).
Critical infrastructure features tend to be more localized, so site-specific damage
information is needed in a very timely manner. However, access to critical infras-
tructure on the ground may be limited by road and bridge closures, so flexible airborne
remote sensing data collection may provide the only source of information within a
few hours of a major hazardous event.

Assessing the full extent and degree of damage, particularly to residential and
other areas where rescues, evacuations, or triage need to occur becomes the focus,
once critical infrastructure has been assessed. The spatial coverage requirements
are more challenging than for assessing damage to critical infrastructure, though
spatial resolution requirements are less stringent for this phase of post-damage assess-
ment. Thus, both aircraft and satellite systems provide viable solutions to performing
wide-area reconnaissance and mapping activities (Tralli et al. 2005), as long as the
satellite acquisition opportunity is within the window of opportunity for the data to
be valuable.

Different strategies and options exist for implementing remote sensing approaches
to damage assessment. For example, a strategy for mapping the distribution and
type of damage is to analyze only post-event imagery, while another is to compare
post-event and extant imagery through the process commonly referred to as change
detection. An advantage of the change detection approach is that damage is mani-
fested as a land surface change that is more readily detectable than a single static
view of damaged features that may be amorphous or may not have characteristic
image signatures. A disadvantage is that the change detection process requires ac-
cess to relatively recent pre-event imagery for areas with average land use change
due to population growth and both dates of imagery must be precisely registered
(co-aligned) to minimize false detections. Replicating sensors and view geometries
is the most effective means for achieving precise image registration, as elaborated in
Chap. 3 in the image pre-processing section (Coulter et al. 2003; Stow et al. 2003).
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As is demonstrated by Lippitt et al. (2014), a TSRSS for post-hazard damage
assessment must be carefully planned and constructed as an end-to-end system in
a manner that attempts to minimize time to information delivery while meeting
information accuracy and reliability requirements. Components of such an end-to-
end system include: (1) planning of RS data capture, (2) RS data capture, (3) RS
image transfer to processing facility, (4) geometric and radiometric processing, (5)
image analysis and information extraction, and (6) data and information delivery to
user. Associated with each component is a lapse of time and the total time for the
system to generate the required information must be less than the maximum time for
information to have utility in disaster response operations.

3.1 Pre-acquisition Planning

Pre-event planning of remote sensing data acquisition is important if timely and
reliable information is to be generated, yet it is rare for such planning to be con-
ducted, since most types of disasters are unpredictable, infrequent and episodic. In
fact, a plan for the entire image capture, processing and delivery procedures should
be prepared for disaster prone areas and particularly for critical infrastructural fea-
tures (Lippitt et al. 2014). Flood, tornado, and particularly hurricane disasters are
somewhat predictable through storm forecasts. For these more predictable events
and their likely areal extents of damage, it is feasible to determine the coverage of
satellite imaging assets hours to several days in advance of a likely disaster (Hodgson
et al. 2010) and/or plan for effective airborne imagery acquisitions. Since it can be
difficult to predict the location of likely damage and conduct pre-event planning for
other types of hazardous events, preemptive planning should be conducted for areas
such as major earthquake fault zones, hurricane prone regions, and wildland-urban
interface zones subject to wildfires.

Whether or not image acquisition is conducted prior to or after a disaster event
has occurred, some form of pre-acquisition planning is required, particularly for
airborne imagery. Of all choices and considerations pertaining to planning RS image
acquisition for damage and debris assessment, the most critical is the choice of
platform and sensor. Determining the performance domains and specifications for
airborne and satellite platforms and imaging and elevation measuring sensors should
be based on information requirements derived from user surveys. The primary trade-
off is normally between spatial resolution and extent of coverage, such that the lower
the altitude of imaging, the finer the spatial resolution and the more limited the
extent of coverage per frame or swath. Though greater operational flexibility exists
for airborne systems, satellite sensing systems do not have to be mobilized and may be
the first asset available for capturing post-event imagery. However, most post-disaster
assessments require fine spatial resolution imagery that can only be provided today
by commercial satellite sensing systems (e.g., GeoEye and WorldView) that have
fairly limited spatial and temporal coverage and irregular viewing geometries over
time. Given these factors and trade-offs, airborne imaging systems are likely to be
the primary RSS of choice for most post-disaster damage assessments.
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Once the choice of airborne platform and sensor has been made, the next pre-
acquisition planning decisions pertain to altitude of operation (to achieve a desired
spatial resolution). The flight altitude above ground level will also determine the
extent of coverage per frame (for framing systems) or swath width (for line array
or scanning systems). Based on the coverage characteristics and requirements for
stereo or variable view perspectives that determine along-track overlap percentages,
flight lines and imaging station locations can be established based on flight planning
software tools. Variable view perspective (i.e., nadir and oblique viewing) can be
obtained from vertical imagery captured with substantial overlap or by using multiple
camera systems with nadir and off-nadir pointing sensors. The advantage of oblique
or off-nadir view perspective is the ability to detect structural failure that may be
difficult to observe from nadir-viewing perspectives.

There are many other factors to consider when acquiring airborne imagery, each
of which affect the final image quality and utility. These include: camera orientation,
speed of the aircraft (affects image blur and overall area covered), time of day
(affects illumination and shadowing), flight line orientation (affects bi-directional
reflectance across images), camera/lens specifications (affects viewing geometry
and area covered), and supporting systems, e.g., global positioning system (GPS),
inertial measurement units (IMU), gyro-stabilized mount, that affect the ability to
accurately capture and geo-reference imagery. Each of these factors affects single
date and repeat-pass imaging. Camera orientation pertains to whether nadir, oblique
or dual-perspective image data are to be captured. Normally either color or infrared
imagery would be captured, given the high spatial resolution nature of the information
requirements and the likely manual image interpretation or hybrid approach where
semi-automated routines are followed by manual image analysis and editing.

An important factor in guiding pre-acquisition planning is whether or not a change
detection approach to damage assessment is to be conducted. If such an approach
is to be implemented then the most reliable change analyses are based on multi-
temporal airborne digital frame imagery collected through a patent pending strategy
called repeat station imaging (RSI). Repeat station imaging involves returning the
same (or similar) sensor to the same imaging stations (defined by specific horizontal
and vertical positions) over time, replicating view geometry, and geometrically pro-
cessing images on a frame-by-frame basis to maintain the benefits of replicated view
geometry (Fig. 1). The RSI approach is further described in Chap. 3. This means that
flight-line and image capture station locations (x-y-z position of where each image
was captured) and information on the sensor type for pre-event acquisitions must be
available or can be reliably estimated. The matched station approach is particularly
useful for assessment of damage to critical infrastructural features, where even subtle
damages to built features (e.g., cracks and slumping) may be important to detect.
For areas prone to disasters, it may be prudent to collect and have available metadata
(e.g., flight altitudes and image station locations) for the most recent and/or most
suitable archived airborne image data sets.

For wide-area reconnaissance and situational awareness of damage extent and
severity (i.e., urban areas and built features not associated with critical infrastructure),
the key is to efficiently obtain extensive imagery coverage with a spatial resolution
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Fig. 1 a Time-2 image chip is displayed atop a lighter toned (i.e., washed-out) Time-1 image. The
quality of the spatial co-registration between the 8 cm (3 in.) spatial resolution image sets is evident.
A vehicle turning the corner is only present in the smaller image chip, and is not present in the larger
chip. View angle differences between non-station matched images b & c are apparent, while view
angle replication between station matched images e & f is demonstrated. Station matched images
align precisely when co-registered g, compared to non-station matched images d which do not align
well and are not appropriate for detailed change detection

and view geometry that are sufficient for determining the nature and extent of damage.
Any knowledge of the spatial extent of hazard (e.g., from maps of flood extent or
ground shaking magnitude) should be used to determine the area of image acquisition.
Flight lines are then determined so as to optimize coverage for the desired areal extent.

Flight planning for image-based debris volume estimation can be conducted in
a similar manner as for wide-area reconnaissance for damage assessment. A higher
degree of along-track overlap in frames is likely since stereoscopic coverage is nec-
essary for determining building/debris volumes. It may be that the same imagery
would be used for both reconnaissance and debris volume estimation, such that the
image capture requirements of the latter would dictate most of the flight planning
specifications. The key consideration for whether this dual purpose usage of RS im-
agery is effective is the timing of acquisition, such that reconnaissance information
can be derived in a sufficiently timely manner to enable rescue and evacuation ef-
forts, while capturing a sufficiently stable debris field (i.e., the hazardous agent has
subsided).
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Finally, an often overlooked but critical aspect of pre-event planning is the mech-
anism and form in which remote sensing derived data and information products will
be distributed to decision makers (Lippitt et al. 2014). Established responsibilities
and protocols are required to ensure an efficient and coordinated response by first
responders in various branches and levels of government (Alexander 2002). When
coupled with the gravity of their charge to save lives and property, this structure
requires that first responders know what information will come when, from whom
it will come, and how to integrate that information into their response planning and
coordination before the hazard occurs.

Collectively, pre-event planning represents the single most overlooked aspect of
remote sensing for disaster response. Remote sensing based information collection
following hazard events has typically been ad hoc, with collection, processing, and
dissemination conducted by various private and public parties with minimal coor-
dination. The end result of which is that a very small fraction of the information
collected from remote sensing sources is typically exploited during the response
phase of the disaster cycle.

3.2 Data Acquisition

Most decisions regarding image data acquisition should be made in pre-acquisition
planning stages of the RSS implementation, preferably in advance of an actual disas-
ter event. However, specific conditions during the post-hazard time frame will often
require adjustments regarding timing and system configuration when actually ac-
quiring airborne imagery. Factors such as weather (particularly cloud cover), airport
runway, and air traffic conditions may necessitate deviation from pre-acquisition
imaging plans, such as adjustments to flight plans and camera exposure settings.

While the choice of platform and sensor is made in pre-acquisition planning
stages and some considerations pertaining to these TSRSS components were men-
tioned above, it is worth elaborating on some of the airborne platform and sensor
system considerations that could prove to be useful in post-hazard image acquisi-
tions. Unpiloted aircraft systems (UAS) and piloted light sport aircraft (LSA) are
mobile, flexible and economical platforms that have great potential for supporting
rapid damage assessment of critical infrastructural features (Ambrosia et al. 2003;
Laliberte et al. 2010). These platforms can take-off and land in short distances and
on a variety of surfaces, fly underneath most cloud cover, and most can be purchased
and operated for very low cost when compared to traditional manned platforms.
Their limitations are instability in turbulent atmospheric conditions, limited payload
capacity and currently in the US, substantial regulatory limits on their operations.
Small, high-wing aircraft (e.g., Cessna 172/182) are utilized by the US Civil Air
Patrol, a volunteer group of private pilots who are funded by the US Air Force to
support post-disaster imaging operations in addition to other mission responsibili-
ties. Of greater utility for wide-area reconnaissance imaging are higher performance
aircraft that can rapidly cover large areas and change altitude, with minimal need
for refueling. Such aircraft are more expensive to operate, but cover ground quickly,
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allowing for significantly reduced acquisition times and increased areal coverage
(Lippitt et al. 2014).

Most airborne imaging for damage assessment is conducted with digital frame
cameras, with some usage of digital line array sensors, while the use of metric
film cameras and line scanner sensors is diminishing. The current trend with digital
frame cameras is toward smaller, high-density arrays available (i.e., greater num-
ber of megapixels) at lower cost compared to large or medium format sensors, but
still enabling high spatial resolution imaging and extensive areal coverage per frame.
Another trend is more precise and lower cost global positioning and inertial measure-
ment unit hardware, providing exterior orientation information for the location and
view perspective of an airborne sensor. Similarly, cost reductions and performance
enhancements of stabilized camera mounts help to ensure stable view perspectives.

The hardware component that has the potential to revolutionize time-sensitive re-
mote sensing is the air-ground communications link. Such hardware enables images
and/or image-derived maps (processed on-board) to be transmitted to a ground based
command and control center for rapid product disseminate. These communication
links tend to be prohibitively expensive and limited in range and frequency avail-
ability. Recent improvements in all of these characteristics offer great opportunity
for remote sensing to contribute to the disaster response effort. An example of a rel-
atively new development in airborne image transmission capability is the Real-time
Airborne Management System (RAMS) developed by Pictometry, Inc. with support
of the US Department of Homeland Security, Science and Technology Directorate
specifically for post-disaster emergency response purposes.

To optimize the RSI image collection and subsequently improve the accuracy
and efficiency of change detection processing, airborne data collection should be
based on GPS (or other global navigation satellite system) triggering and flight line
navigation systems. In the post-event image acquisition, x-y-z positions of flight
lines and imaging stations, the digital frame camera, and exposure settings from a
baseline collection need to be readily accessible and replicated to the extent possible.
The approach enables view geometries and interior orientation properties of sensors
to be replicated, which greatly simplifies and refines image-to-image co-registration.
The biggest deterrents to implementing the RSI approach are (1) having access to
the sensor originally used for baseline imaging and (2) the increasing availability
of larger sensor array sizes at lower costs that make using the original sensor less
attractive. Capturing images at nearly the same sun angle (or at least time of day)
as the baseline image set is desirable, to minimize differences in shadows between
image dates/times of acquisition. Scene features viewed from both nadir and off-
nadir (i.e., oblique) perspectives may be required for definitive damage assessment.
The RSI approach can be applied to either nadir or off-nadir view geometries.

3.3 Image Pre-processing

Image preprocessing considerations include geometric and radiometric corrections,
and pre-analysis image enhancements. For geometric processing with single date
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imagery, it is important to ascertain the level of georeferencing accuracy that is
required for a particular time-sensitive task. Unlike traditional image products that
often require accurate positioning so that they may be used with GIS data (or used to
create GIS data), initial damage assessment immediately following a disaster tend to
require less stringent geometric accuracy requirements. This is because the need to
have a basic understanding of the extent and severity of the damage in a time frame
to make critical decisions is more valuable than a perfectly registered image map.
The level of positional accuracy required will depend on the intended application of
the data and will primarily be affected by the image collection and supporting sensor
systems (e.g., GPS & IMU) when employing a direct georeferencing approach.
Geometric correction approaches that rely on reference datasets, significant human
intervention, or computationally intensive optimization routines are rarely employed
in a hazard response context due the expediency of direct project approaches in
comparison.

The accuracy of direct projection is insufficient to enable change detection. The
RSI approach may be employed to achieve precise (pixel-level) spatial co-registration
between multitemporal image sets using automated techniques (Stow et al. 2003;
Coulter et al. 2003; Coulter et al. 2013; Wyawahare et al. 2009) and coupled with
direct projection to approximately locate detected changes. The co-registration accu-
racy of a large number and wide variety of data sets collected using the RSI approach
have been tested and consistently found to have a co-registration accuracy within 1–
2 pixels even with images having spatial resolution as fine as 8 cm (Coulter et al.
2003; Coulter and Stow 2008; Stow et al. 2003). Registration routines based on
automatic control point generation and second-order polynomial warping functions
can be implemented “on board” (i.e., images processed on the aircraft, immediately
after acquisition) (Coulter et al. 2013; Du et al 2008; Zitova and Flusser 2003),
when an RSI approach is used for image acquisition. The georeferencing accuracy
of the matched image sets depends upon either the accuracy of the pre-event imagery
(assuming that it was georeferenced ahead of time) or the accuracy afforded by the
GPS/IMU systems on-board the aircraft at the time of acquisition. Achieving pixel-
level spatial alignment between post-disaster imagery and existing ortho-rectified
image mosaic products (such as the National Agriculture Imaging Program imagery)
is not practical in most cases due to variable terrain and building feature distor-
tions that can’t be corrected without ortho-rectifying the post-disaster images with
high quality control data. However, flying at higher altitude in combination with a
gyro-stabilized mount and long focal length lens can help to minimize geometric
distortions caused by 3-D features.

Radiometric processing is useful for aligning digital number (DN) values between
multitemporal image sets for reliable change detection. Automated global or local
normalization techniques such as empirical line normalization and histogram match-
ing routines can help to standardize image brightness values in like wavebands and
therefore, reduce false positive change detections. For many time-sensitive remote
sensing applications, however, radiometric preprocessing is minimized or omitted to
reduce processing time. Identifying shadows and normalizing differences resulting
from variations in shadow patterns between multitemporal image sets is also a critical
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step for automated change detection, because shifting shadow areas can be observed
as a false indication of “change” in the spectral characteristics between scenes (false
positive).

3.4 Image Analysis

The value of a TSRSS for effective disaster response is the provision of remote
sensing data that address the critical question at that time in the response timeline.
Providing the data in a timely manner is only valuable if there are specific analytical
approaches that extract reliable damage information from remote sensing imagery
for use by incident commanders. When considering the use of remote sensing there
is a difference between 2D mapping from image data to derive information regarding
the distribution, severity and type of damage and estimating debris volume through
measurements from digital surface models, with the latter discussed in the following
section.

A repeat station imaging approach for assessing damage (particularly to critical
infrastructure) is recommended, such that subtle, damage-associated changes to built
structures are detected. The image analysis strategy incorporates a hybrid approach
where apparent changes are automatically detected and delineated on the post-event
image, and then an image analyst compares image pairs to determine if the apparent
changes are actually associated with damage. Automated change detection routines
can be pixel- or object-based, with the latter capable of incorporating shape and
contextual information, along with image brightness changes. Simple change detec-
tion algorithms based on image brightness changes can be implemented “on board”
in near real time, such that apparent change features are transmitted to a ground
station along with the registered multitemporal image pair. Tools such as geograph-
ically linked cursors, graphical flicker and swiping, and color overlays allow image
analysts to efficiently compare bi-temporal image pairs in a systematic fashion to
delineate damage related changes. Image maps of delineated damage and annotation
about the nature of damage is the likely information product that would be transferred
to emergency response personnel.

An image analysis approach based solely on post-event imagery is most practical
for wide-area reconnaissance and debris mapping purposes, because of the stringent
and likely expensive requirement of acquiring an extensive baseline (pre-event) image
data base. The primary goal is to determine the extent and severity of damage over
inhabited areas, and locate buildings and infrastructure that may contain trapped
victims, or could present a potential risk due to imminent collapse. A secondary goal
is to prioritize possible evacuation, relief supply distribution points, and clean-up
efforts. Depending on the type of disaster, specific information about the impact of
the hazard may be extracted, such as extent and height of flood inundation, faults
and fissures from earthquakes, and smoldering fires. Automated image classification
of damage is relatively new to emergency response but holds great promise. Some
of the more promising techniques could take advantage of supervised object-based
(Stow et al. 2008) and/or machine-learning routines for delineating damaged features.
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However, at this time the most reliable source of information on the severity and
extent of damage will be generated from manual image interpretation by trained
interpreters who have a background in damage assessment and emergency response.
GIS layers such as land use and land cover, parcel boundaries and building footprints
are extremely valuable in both manual and automated classification approaches.

3.5 Digital Surface Modeling and Analysis

Digital surface models derived from LiDAR, interferometric synthetic aperture radar
(InSAR), or softcopy photogrammetric methods applied to optical stereo imagery
may be used to detect damage that is not spectrally apparent and to measure heights
and change in heights as a means for estimating debris volumes. LiDAR yields the
most accurate (approximately 15 cm vertical accuracy) and detailed estimates of 3-
D surface changes associated with structure loss or debris accumulation. However,
InSAR yields very precise and accurate maps of changes in surface elevations. Simple
and automated calculation of surface changes from LiDAR is likely to have errors
associated with phenomenon such as differences in leaf-on and leaf-off condition of
trees. Therefore, it may be necessary for the 3-D surface differencing to be used in
combination with image-based detection of damage.

The generation of digital surface models from softcopy photogrammetry through
the process called aerial triangulation may offer several advantages over LiDAR
for hazard response; aerial cameras are more readily available than LiDAR sensors,
aerial triangulation produces a single point cloud and digital surface model, without
the need for filtering, dramatically reducing processing time when compared to
LiDAR, and aerial triangulation enables a single dataset to provide both spectral
and height information from a single acquisition. The primary advantages of LiDAR
over aerial triangulation approaches is that LiDAR enables estimation of bare earth
under canopies in addition to a first return surface model. Aerial triangulation via soft
copy photogrammetry traditionally requires significant processing and analyst time
to produce digital surface models comparable to those produced by LiDAR, although
advances in automated feature detection and graphical processing unit (GPU)-based
processing approaches are dramatically reducing the time associated with traditional
aerial triangulation.

The estimation of feature heights by exploiting differences in single focal point
view geometry is a well known in the fields of photogrammetry and computer vi-
sion. Traditionally, objects heights are estimated using soft copy photogrammetry,
where the difference in the apparent horizontal position of objects (i.e., relief dis-
placement) between two subsequent acquisitions can be used to calculated object
height. Techniques borrowed from computer vision, including automated feature
detection and high complexity matching algorithms, have enabled automation of the
traditional bundle block adjustment employed by soft copy photogrammetry. This
automation of feature extraction and correlation, traditionally the most time consum-
ing aspect of soft copy photogrammetry, enables the calculation of heights for any
feature identifiable from multiple perspectives (i.e., frames) in an expedited fash-
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ion when compared to manual soft copy photogrammetry. Collectively, this means
that the density of height estimates is limited only by the image data underlying it
and permits aerial imagery to estimate height at densities comparable or surpassing
LiDAR. GPU-enabled processing permits automated 3-D point cloud generation in
minutes-hours for extremely large datasets (i.e., > 100 GByte), potentially offering
a viable alternative to LiDAR for time-sensitive volumetric change mapping.

While efforts to compare the accuracy of point clouds generated from automated
bundle block adjustment routines to those generated LiDAR and InSAR are ongoing,
automated bundle block based estimates have been shown to be accurate within 40 %
of the ground sampling distance (GSD) (Zhang et al 2011). An important research
area is the assessment of the accuracy of volumetric change estimates produced
using these techniques weighed against the time required to produce those estimates,
leading to the identification of a workflow for operational estimation of volumetric
change and ultimately the estimation of debris volume.

3.6 Data and Information Dissemination

An important (likely the most important) factor in effective disaster response is com-
munication, and this is especially true and particularly challenging in the geospatial
domain. Acquired image data must be communicated to analysts, processed, and
then information products, in the form of maps, tables, or reports, must be com-
municated to decision makers or first responders on the ground. Transmission of
data from the aircraft by wireless link is a critical first step to expedited information
delivery, and expanding the range and functionality of wireless links is an impor-
tant research area. More challenging however, is the management, distribution, and
processing of those data and derived information products to relevant parties. The
likely solution to this problem is a cloud based image distribution and processing
services system that enable one-to-many data distribution and in-line processing. A
cloud-based solution offers the potential to alleviate storage and bandwidth overhead
of current distribution mechanisms in order to provide access to critical image data
and analyses to thousands of users involved with emergency management opera-
tions. FEMA has recently taken steps to employ a cloud service for their GeoPortal
to house the data and products that are generated during the response and recovery
periods of a disaster. While the processing of remote sensing data has not matured
to this environment, the creation of the GeoPortal has reduced the data and product
communication problems apparent in other large scale disasters. Operating during
the Hurricane Sandy response, this publically-available site allowed all levels of the
incident command chain to access products and host products easily.

A systematic spatial reconnaissance strategy and use of graphical symbols and/or
coded attributes by image interpreters to designate features that have been assessed
and their damage status should be incorporated to ensure comprehensive and thor-
ough assessments. Such symbology could build on developments for the National
Grid and the Federal Geographic Data Committee standards.
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3.7 Implementation

Planning and specifying the appropriate institutional arrangement(s) for implement-
ing TSRSS for damage and debris assessment has been more challenging than
developing the suitable RS technology. Appropriate arrangements should be based
on the technical analyses and evaluations proposed above, along with cost and federal
policy considerations. Most of the tasks and functions associated with each of the
components of an end-to-end TSRSS could be incorporated into the Federal Geo-
CONOPS with specific SOPs to execute all aspects of an end to end TSRSS. For
instance, FEMA currently relies on airborne remote sensing capabilities of the Civil
Air Patrol, NOAA, and commercial remote sensing data providers. The DHS Customs
and Border Protection rely on its Air and Marine Operations Surveillance System
for airborne imaging and reconnaissance, whereas USGS contracts to commercial
aerial survey firms for national airborne imagery data sets. Image processing and
analysis functions could benefit from the expertise and tools of the private sector, but
in-house personnel could be more responsive (i.e., “time-sensitive”) and have the ap-
plication and geographic domain experience to enable more reliable interpretations.
Open source and commercial delivery systems for geo-spatial data should be evalu-
ated relative to federal data systems. These options are currently under investigation
by Federal agencies with responsibility to provide analytical support and/or data
during disaster incidents. Volunteers should also be considered as valuable and inex-
pensive assets for image processing and analysis components, particularly through
the emerging crowd sourcing concept. Commercial service providers (e.g., Tomnod,
Inc.) are attempting to systematize and operationalize this form of volunteer image
analysis support for disaster response.

Any implementation of a TSRSS for damage and debris assessment requires train-
ing and technology transfer efforts. This would include support for implementing
tools, processing and analysis strategies, and quality assurance. These could be con-
ducted through hands-on training sessions, technical documentation, webinars and
videos. Scenario and/or “dry run” tests should be conducted to work out and refine
potential weak links in the flow of the TSRSS.

4 Conclusion

Remote sensing and related technologies associated with small aircraft, consumer
grade digital cameras, and image processing procedures have matured substantially
over the past decade and have been integrated into prototype TSRSS that are ready for
operational and cost effective implementation for post-hazard damage assessment
(Coulter et al. 2013). The potential exists for such TSRSS to save thousands of
lives and millions of dollars in response and recovery operations by providing time-
sensitive, situational awareness information that allows emergency responders to
react in a more timely and effective manner. The emergency response community
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in general has a greater appreciation for and proficiency with handling geographic
data and information, and the time is ripe for the community to make a similar
commitment to the direct incorporation of RS imagery into emergency operations
centers.

The main limitations to implementation of remote sensing information for dis-
aster assessment and recovery operations are institutional in nature. The culture of
emergency response is changing and the use of technologies such as GIS and re-
mote sensing are gaining acceptance. But there is currently a lack of demonstrated
validity by remote sensing professionals to produce reliable products that address
specific emergency response and recovery issues. Furthermore, funding limitations
(or perception that the technology is too expensive), technology skepticism, avoid-
ance, understanding, and government regulations and bureaucracies, are the main
challenges to overcome for successful implementation of TSRSS for post-hazard
assessment. Some research and development activities are still required to making
TSRSS more reliable, but the primary need to fully realize their potential are: (1)
a commitment by emergency response agencies to move forward with the develop-
ment, implementation, and training of new techniques and methods based on remote
sensing technologies, and (2) adjustments in policy and laws that will enable flexible,
low-cost aircraft to operate in preparation for, during, and immediately after disaster
events.

While the emphasis of the chapter has been on airborne systems, satellite imagery
resources have and will continue to provide useful situational awareness informa-
tion in support of emergency response during and following disasters. Satellite and
classified airborne imaging assets are provided in the US during emergency events
through the Interagency Remote Sensing Coordinating Cell (IRSCC) and by enabling
access to the Eagle Vision One (EV1), a military-based commercial satellite imagery
delivery capability programmed and funded by the U.S. Department of Defense. Fu-
ture constellations of small satellites with miniaturized optical sensors may provide
frequency of image coverage with sufficient time sensitivity and spatial resolution
to meet the needs of emergency management organizations and personnel.
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Repeat Station Imaging for Rapid Airborne
Change Detection
Lloyd L. Coulter, Douglas A. Stow, Christopher D. Lippitt
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Abstract

Time-sensitive remote sensing requires that the steps between image collection
and product delivery be expedited, as the utility of derived information decreases
rapidly over time. A new approach for multitemporal image collection and co-
registration, referred to as repeat station imaging (RSITM), is presented. RSI uses
specific image collection and processing techniques to rapidly obtain precise ge-
ometric co-registration between airborne multitemporal images, and facilitates
subsequent processes such as change detection and time sensitive information
dissemination. RSI is based upon collecting multitemporal airborne imagery with
matched view geometry, so that geometric alignment (or co-registration) between
multitemporal images is simplified, rapid, and near pixel-level spatial accuracy.
This chapter provides background information on the RSI approach and describes
two applications for which RSI may be effectively employed. These applications
include rapid post-disaster damage assessment and near real-time border monitor-
ing. Both applications were developed and demonstrated as part of Department
of Homeland Security (DHS) Science and Technology (S&T) funded projects.
The approach is well suited for unmanned aircraft applications, with computers
navigating the aircraft and camera shutter triggering accomplished automatically
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as the aircraft passes predetermined camera stations. Aircraft and camera control
may be implemented using global navigation satellite systems (GNSS) and other
supporting systems.

Keywords

Image registration · Change detection · Airborne · Near real-time · Repeat sta-
tion imaging · Disaster assessment · Infrastructure assessment · Rapid response ·
Monitoring

1 Introduction

Time-sensitive remote sensing often involves the use of image-based change detec-
tion to determine the status of features of interest in a scene (Lippitt et al. 2014).
Through change detection, the characteristics of features in recent imagery are com-
pared against the characteristics of the same features or locations in past imagery,
offering significant benefits when compared to single date approaches. For example,
change detection may be used to detect and verify a wide range of damage character-
istics following an disaster (such as cracked bridges, damaged roadways, or swept
away houses), rather than detecting only specific features such as building rubble in
post-earthquake imagery (Gusella et al. 2005; Samadzadegan and Rastiveisi 2008;
Hussain et al. 2011). Spatial co-registration (or alignment) of multitemporal im-
agery is an important prerequisite for change detection (Coppin et al. 2004; Lu et al.
2004). While co-registration of multitemporal imagery is helpful to human analysts
and facilitates rapid interpretation, achieving precise co-registration is critical for
semi-automated and fully automated image-based change detection. Without pre-
cise multitemporal image co-registration, the utility of change detection products
is limited or nullified (Stow 1999). Even small errors in multitemporal image co-
registration can result in falsely detected changes and omission of actual changes of
interest (Townshend et al. 1992; Dai and Khorram 1998; Verbyla and Boles 2000).
Further, achieving precise co-registration between ultra-high spatial resolution (e.g.,
8 cm or 3 in) images for scenes with complex relief or built features using traditional
techniques requires accurate ground control, detailed digital surface models, and can
be time consuming or impractical to accomplish.

Our research team with the Center for Earth SystemsAnalysis Research (CESAR)
at San Diego State University (SDSU) developed and demonstrated procedures for
rapidly achieving precise spatial co-registration between ultra-high spatial resolution
imagery. The approach is referred to as repeat station imaging (RSITM) (formerly
frame center matching). It is based upon matching camera stations (both horizontal
position and altitude) between multitemporal image acquisitions. When airborne
image frames are captured from the same positions over time, they have similar
view geometry and may be aligned by matching a limited number of control points
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(e.g., 10–30) and applying a simple warping transformation. The RSI approach
enables very precise (i.e., pixel-level) alignment between high spatial resolution
multitemporal images, using automated and rapid procedures. Such multitemporal
alignment has been demonstrated even with very fine spatial resolution imagery (e.g.
8 cm) for complex urban environments (Coulter et al. 2012a).

This chapter provides a background information on the RSI approach and de-
scribes two applications for which RSI may be effectively employed. These include
rapid post-disaster damage assessment and near real-time border monitoring. For
both applications, we have developed and demonstrated tools and techniques as part
of two Department of Homeland Security (DHS) Science and Technology (S&T)
funded projects.

2 Repeat Station Imaging

RSI image acquisition procedures that enable precise replication of camera station
positions over time are described in Stow et al. (2003) and Coulter et al. (2003).
RSI is most effectively accomplished through the use of a global navigation satellite
system (GNSS) to aid the pilot/aircraft in maintaining the desired track and altitude
(optionally using a barometric altimeter), and automatically trigger image capture at
predetermined camera stations. Using GNSS-based aircraft navigation and camera
triggering, camera station positions may be matched within meters (e.g., 10–20 m
using non-differentially corrected GNSS). When repeat pass image frames from the
same sensor are captured from nearly the same camera stations in the sky, there is
virtually no parallax between the images, similar ground coverage is attained, and
matched frames exhibit the same terrain or building related geometric distortions.
In other words, multitemporal image frames are, with the exception of land cover
change, essentially carbon copies of each other. Since scene-related geometric distor-
tions (e.g., relief displacement) are virtually identical, only sensor related distortions
such as those introduced by differences in aircraft roll and pitch are expected to
be present between images. However, these systematic distortion differences can
be corrected when station matched image frames are aligned using simple warping
functions and a limited number of well distributed points (Stow et al. 2003; Coulter
et al. 2003).

The repeat station imaging approach does not employ traditional photogramme-
try techniques as part of the image-to-image co-registration process. Traditional
photogrammetry techniques provide absolute positioning and attempt to remove dis-
tortions associated with the sensor, scene, and varying view geometries. Traditional
photogrammetry techniques include removing lens distortion based on a camera cal-
ibration model, identifying the exact coordinates (XYZ) of ground control markers
within the images, generating tie points between images, executing an aerial tri-
angulation process that uses all information available (ground control, tie points,
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camera model information, etc.) to determine the camera’s 3-dimensional location
and orientation, projecting the images onto the ground given the location/orientation
of the camera, and removing terrain/feature distortions using digital surface models
(DSM) or digital terrain models (DTM). The problems with traditional photogram-
metry techniques are: (1) co-registration of multitemporal images requires highly
accurate positioning of each image set independently, (2) traditional photogramme-
try techniques rely on ancillary data such as ground control points and DSM/DTM,
(3) the highest positional accuracy that can be achieved is dependent upon the quality
of the ancillary data, and (4) human interaction is often required to generate high
quality products. As a result, pixel-level co-registration between ultra-high spatial
resolution (e.g., 8 cm), multitemporal image sets using traditional photogrammetric
approaches for complex 3-dimensional scenes may not be possible or practical, and
delivery of image products may be delayed by many hours to days.

Unlike traditional photogrammetry techniques, the RSI approach utilizes raw
image frames as they are captured by a frame array sensor, and co-registers and aligns
images on a frame-by-frame basis prior to any subsequent processing. The approach
only requires that a small number of points be matched between multitemporal image
frames. The benefits of RSI include simplified processing, as well as rapid and precise
multitemporal image set generation.

Using the repeat station imaging technique, we have regularly achieved spatial co-
registration within one to two pixels between multitemporal image sets, irrespective
of spatial resolution or building/terrain variability within imaged scenes (Coulter
and Stow 2005; Coulter and Stow 2008; Coulter et al. 2012a). These image sets
ranged from 8 cm to 1 m spatial resolution, and included complex rural and urban
scenes. For imagery with a spatial resolution of 8 cm, images may be expected to
co-register with an accuracy of 0.15 m (6 in.). Even with misregistration on the order
of four pixels with 8 cm spatial resolution (∼ 0.3 m, or 1 ft), detailed changes may
be detected.

Figures 1 and 2 illustrate the level of image co-registration achieved between
two image frames with 8 cm spatial resolution simply by matching the imaging
station, identifying matching points between multitemporal images, and applying
a 2nd order polynomial warping function as part of the image registration process.
The root mean square error (RMSE) of co-registration between these image frames
is 1.3 pixels (10 cm) (Coulter et al. 2012a). Figure 1 shows the two full-frame 21
megapixel images collected with a Canon digital camera (a and b), as well as the co-
registered frames (c). Figure 2 shows a subset of the two co-registered images with
greater detail. Following co-registration, subsequent processing may include change
detection analysis using the co-registered image frames, as well as georeferencing
using direct projection techniques with GNSS and inertial measurement unit (IMU)
data.
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Fig. 1 Image co-registration example using repeat station images processed on a frame-by-frame
basis. The 8 cm spatial resolution images from a multiple family residential area under construction
are precisely aligned. The Time-2 image is displayed with darker tone. (Modified from: Coulter
et al. (2012a). Reprinted with permission from the American Society for Photogrammetry & Remote
Sensing, Bethesda, Maryland)

3 Bi-temporal Analysis—Rapid Post-earthquake Damage
Assessment

Many post-hazard emergency response assessments can benefit greatly from access
to high spatial resolution airborne imagery collected and provided to emergency
response personnel in near real-time immediately following the disaster. However,
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Fig. 2 A time-2 image chip is overlain on a time-1 image displayed in a lighter tone (i.e., washed-
out). The quality of the spatial co-registration between the 8 cm (3 in) spatial resolution image sets
is evident, as linear features such as street curbs, parking space paint lines, and roof edges are
precisely aligned. A vehicle turning the corner is only present in the smaller image chip (half of the
vehicle), while that vehicle was not present during collection of the larger image chip

identification of many damage features using visual or in particular semi-automated
image analysis can be complicated due to the lack of information about the appear-
ance and characteristics of buildings/infrastructure prior to the disaster (i.e., is the
current state different than before). As part of a pilot project funded by DHS and
lead by the Remote Sensing Center at the Naval Postgraduate School in Monterey,
CA, our team refined procedures, developed tools, and demonstrated the collection
and automated analysis of multitemporal airborne imagery for the purpose of rapidly
identifying damage to critical infrastructure in the event of an earthquake in Cali-
fornia (Coulter et al. 2013). The primary purpose of the project was to demonstrate
the effectiveness of the approach for rapid image-based assessment. A live demon-
stration of the full image collection and processing flow was performed as part of
the Research & Experimentation for Local & International Emergency and First-
Responder (RELIEF) and Joint-Interagency Field Experiment (JIFX) exercises in
August 2012 at Camp Roberts, CA.

The approach for rapid post-earthquake damage assessment exploited the RSI
image collection and automated co-registration technique. The team designed and
demonstrated a work flow that included: (1) pre-event planning (2) pre-disaster base-
line image set collection at predetermined camera stations, (3) post-disaster image
collection using the RSI approach, (4) precise and automated co-registration of cor-
responding multitemporal image frames, (5) automated change detection, and (6)
dissemination of derived information to first responders. An operational system em-
ploying RSI could be configured several ways: (1) complete processing on-board an
aircraft with wireless dissemination of change products from aircraft, (2) wireless
data transmission of collected imagery from the aircraft to the ground (processing
occurring on the ground), or (3) landing the aircraft and delivering imagery and/or
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derived products without using wireless data transmission from the aircraft. The
RELEIF/JIFX demonstration did not include wireless transmission (i.e., option 3
was used).

For the project, SDSU researchers developed routines for both automated image
co-registration of repeat station image frames and automated change detection. The
automated co-registration algorithm utilized camera station identification numbers
to identify multitemporal image pairs collected from the same camera station and
to initiate the frame-to-frame co-registration process. The co-registration routine
used correlation windows to identify matching points between multitemporal image
frames, and resampled the most recent image frame so that it aligned with the ear-
lier collected reference image frame. The change detection algorithm was designed
to function with images collected around the same time of day for purposes of the
demonstration. The algorithm was used to identify and mask areas containing shad-
ows so that changes in shadow positions over time would not be classified as change.
Land cover changes of interest exhibited changes in brightness between images.
Digital number (DN) value thresholding was applied to multitemporal difference
images, along with post-classification filtering (majority filter, and clump and sieve
operations) to detect land cover changes between multitemporal images.

As part of the team, TerraPan Labs LLC integrated SDSU’s automated image
co-registration and automated change detection procedures on top of their online im-
age processing platform called “pan.io.” The resulting tool, referred to as DeltaPan,
enables image processing, visualization, and distribution of image products through
a cloud-based infrastructure. For the project, Deltapan was utilized for rapid visu-
alization of multitemporal imagery, automated co-registration and change detection
processing, visualization of change detection products, change feature selection,
documentation of an analyst’s interpretation of the selected changes, and web-based
dissemination of change detection products. A computer with internet access and an
HTML 5 compliant web browser (e.g., Google Chrome) is utilized to operate the
DeltaPan web-based pre-processing, analysis, and dissemination system, making it
accessible to a large number of geographically distributed analysts.

DeltaPan simultaneously displays an early period (i.e., baseline or time-1) image,
a more recent (i.e., time-2) image, and change products, along with an overview of
the geographic location of all image pairs on top of a provided background image
or web mapping service (Fig. 3). Default change detection parameters may be inter-
actively adjusted by an analyst to highlight features of potential interest. Features of
interest may then be selected (by adding an interactively controlled bounding box)
and annotations may be entered describing the nature of the identified change.

The live demonstration of the rapid change assessment approach took place 15–16
August 2012 at Camp Roberts, CA as part of the JIFX and RELIEF event (Coulter
et al. 2012b). For the demonstration, a light aircraft operated by research partner
NEOS Ltd. utilized the RSI approach to collect multiple repeat pass images with
8 and 15 cm spatial resolutions. Between imaging passes, multiple targets (tarps,
boxes, people, vehicles, building debris such as doors, and black duct tape repre-
senting asphalt cracks) were moved to simulate changes of interest. Selected sets of
multitemporal image frames (and supporting airborne GPS data) were fed into au-
tomated image co-registration and change detection routines. Multitemporal image
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Fig. 3 User interface for the DeltaPan web-based, interactive change detection tool

frames aligned very well, and detailed changes were detected. The detected changes
were visually reviewed using the DeltaPan tool, and selected change examples and
analyst interpretations were submitted via GeoRSS feed to a common operating pic-
ture operated by Peak Spatial Enterprises. The common operating picture received
a range on inputs from multiple projects participating in the event. An example set
of time-1, time-2, and change image products from the RELIEF exercise is shown
in Fig. 4.

In addition to the JIFX/RELIEF demonstration, SDSU researchers and partner
NEOS Ltd. collected baseline imagery for the County and City of Monterey to
facilitate implementation of the RSI approach for rapid damage assessment in the
event of a major disaster such as an earthquake. Baseline imagery with 15 cm (6 in)
spatial resolution was collected on 12–13 August 2012 for a large number critical
infrastructure features identified by Monterey officials.

4 Time Series Analysis—Border Monitoring

In addition to bi-temporal analysis, the RSI approach may be utilized to precisely
and automatically align a time series of multitemporal imagery for analysis that
is time sensitive in nature. Regular monitoring of an area and rapid generation of
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Fig. 4 Time-1, time-2, and
change images as displayed in
the DeltaPan viewer by
TerraPan Labs LLC

information products may be important for applications such as disaster monitoring
(e.g., flood, fire, etc.), search and rescue, border monitoring, battlefield monitoring,
and wildlife monitoring. As part of the DHS S&T National Center for Border Security
and Immigration (BORDERS), our team developed a novel approach for border
monitoring that exploits repeat station image collection and co-registration. Using
the approach, high temporal resolution image sets may be collected by repeatedly
flying a racetrack pattern with high frequency (e.g., every 10 min). Figure 5 shows an
example of a racetrack pattern with five image frames per flight line (for simplicity);
however an actual racetrack flight pattern could include hundreds of frames per pass.

Following wide area, repeat pass image collection, precise co-registration
achieved using RSI enables near real-time detection of features that move over time
as part of a wide area surveillance solution. The wide area time series change indica-
tor (WATSCIN) approach that our team developed as part of the BORDERS center
is further described in Coulter et al. (2012c, d). The detection algorithm is based
upon using the time series of images to determine the expected range of brightness
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Fig. 5 Illustration of repeat pass, high temporal resolution imaging using a racetrack pattern. The
location is Tecate, CA along the U.S./Mexico border

and/or spatial texture for each pixel. By comparing observed to expected values can-
didate change pixels are determined. However, the key point to note in this chapter
is that we have demonstrated how several repeat pass image frames for scenes with
complex terrain and land cover may be precisely and automatically aligned using
the RSI approach. These co-registered, multitemporal image sets may subsequently
be used with automated change detection algorithms to identify change anomalies
associated with the movement of people, vehicles, and likely other features such as
drug bundles or even animals for wildlife surveys. Feature detection results obtained
in near real-time following automated image co-registration and change detection
processing onboard an aircraft can prompt rapid response by authorities.

In September 2011, SDSU personnel worked with the U.S. Border Patrol to test the
WATSCIN change detection approach. Three sites along the U.S./Mexico border in
San Diego County were selected, and repeat pass imagery with 8 cm spatial resolution
was collected at each. For a desert site, nine repeat pass image sets were collected with
a frequency of one pass every 4 min. For grassland and chaparral sites, 13 repeat pass
image sets were collected (also with a repetition of one pass every 4 min). SDSU
and Border Patrol people and vehicles moved within the image scenes during the
repeat pass collections. SDSU personnel co-registered corresponding multitemporal
the image frames for each site using between 9–13 manually selected control points,
and second order polynomial warping (at this point we had not automated the RSI
co-registration procedures). The resulting nine co-registered frames for the desert site
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Fig. 6 Nine airborne image frames collected and co-registered using repeat station imaging tech-
niques for a desert site in southeast San Diego County, CA. White lines indicate the extent of the
individual repeat-pass image frames collected from the same camera station

are shown overlapping in Fig. 6, and extent of each frame is highlighted with white
lines. For each site, the images were co-registered within two pixels (RMSE), and the
WATSCIN change detection algorithm was utilized to detect people and vehicles that
moved between imaging passes. The results of this time series image co-registration
and change detection test are described in detail in Coulter et al. (2012c, d). Moving
people and vehicles were detected with very high accuracy (63 of 64 people, and
11 of 11 vehicles were detected), with virtually no false detection. Figure 7 shows
examples of selected detection results. For this test, image co-registration and change
detection was accomplished by an analyst using a sequence of steps with commercial
off the shelf software. However, the procedures are expected to be straightforward
to automate.

5 Considerations

Through two DHS S&T projects, we demonstrated how the RSI approach may
be used for rapid and automated image co-registration and change detection. The
approach is well suited for unmanned aircraft applications, with computers nav-
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Fig. 7 Detection results for people and vehicles in a single image collected for a desert site in
southeast San Diego County, CA. A time series of precisely co-registered 8 cm imagery was used
to accurately detect the people and vehicles. Detection results are shown as red with a color image
backdrop, and was white with a black backdrop (i.e., binary). (Modified from: Coulter et al.
(2012c). Reprinted with permission from the American Society for Photogrammetry & Remote
Sensing, Bethesda, Maryland)

igating the aircraft and automatically triggering the camera as the aircraft passes
predetermined camera stations, but can be implemented on any GNSS enabled
aircraft.

There are several considerations regarding the use of RSI. RSI is ideally performed
using the same camera system over time, so that there are no/limited variations in
camera internal geometry and lens distortion (and therefore no need to correct for
this). RSI requires the same flight lines and imaging stations to be repeated over
time, which may be undesirable or unrealistic for some applications. In addition,
factors such as wind speed, aircraft size, aircraft velocity, etc. may affect the accu-
racy with which camera station positions are matched. The specific accuracy with
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which camera stations must be matched to obtain pixel-level co-registration depends
upon factors such as the altitude of the aircraft, the 3-dimensional characteristics (e.g.
terrain, buildings, vegetation) of the scene, and the spatial resolution of the imagery.
All of these variables interact, and we have begun to develop an analytical model
for determining collection requirements, given specific scene and image spatial res-
olution characteristics. In addition, variations in scene and/or shadow conditions
over time could affect the ability to automatically match control points between RSI
image pairs/sets.

6 Conclusions

Time-sensitive remote sensing requires all steps between image collection and prod-
uct delivery to be expedited as the utility of derived information decreases rapidly
over time. The repeat station imaging approach may be used to expedite geometric
co-registration between airborne multitemporal images, and subsequent processes
such as change detection and information dissemination. Further, RSI enables highly
precise, pixel-level spatial co-registration between ultra-high spatial resolution (e.g.,
8 cm) images for very detailed change detection. Rapidly achieving this level of spa-
tial co-registration with such high spatial resolution imagery may not be possible or
practical using other methods.

The scenario described above for rapid post-earthquake damage assessment re-
quires baseline, pre-event imagery to be collected and available for change detection.
Collecting pre-event imagery for a disaster that strikes without warning may be most
appropriate for specific and predetermined critical infrastructure features, for which
information is needed immediately following the disaster. Another consideration is
that an aircraft with appropriate equipment and data must be ready to respond rapidly
in the event of a disaster. Such an aircraft could be owned by a local municipality
and serve multiple purposes (e.g., law enforcement reconnaissance, etc.), so that it
is regularly used in the absence of any disaster. Alternatively, organizations such as
the U.S. Civil Air Patrol who respond rapidly with aircraft following disasters could
be prepared to collect RSI imagery for rapid assessment. In addition to pre-event
and post-event imagery comparison, the RSI approach may also be used for repeated
post-disaster imaging and monitoring, such as tracking the extent of rising flood wa-
ters or wildfire movement during the event. As exemplified by the border monitoring
application described above, RSI is well suited for continuous monitoring missions,
with frequent but intermittent imaging over wide areas.

Our team is taking steps to commercialize the RSI technology and make it avail-
able for a wide range of applications. This includes refining and demonstrating
automated image co-registration and near real-time change detection, understanding
image collection requirements, refining methods for more accurate repeat station
image collection, and working with others who may benefit from the efficiency and
precision of repeat station imaging.
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Rapid Fire Detection, Characterization and
Reporting from VIIRS Data
Christopher D. Elvidge, Mikhail Zhizhin, Feng-Chi Hsu
and Kimberly E. Baugh

Abstract

Nightfire is a new fire product created by the National Oceanic and Atmospheric
Administration (NOAA). The Nightfire algorithm detects and characterizes sub-
pixel heat sources using multispectral data collected globally each night by the
Suomi National Polar-orbiting Partnership (SNPP) Visible Infrared Imaging Ra-
diometer Suite (VIIRS). The Nightfire algorithm is applied to two types of data
streams. The global data stream has a 7–10 h latency that renders the data of low
value to the first responder community. The second type of data stream comes
from direct readout ground stations, where fire detection data can be available in
less than 1 h. The Nightfire algorithm currently detects fires with high accuracy,
however there are two areas where research and development (R&D) is needed to
improve the value of VIIRS satellite fire detections to the first responder commu-
nity. This includes refinement of the file format and file content, and improvements
in the data delivery mechanisms. It should be possible to develop services that
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deliver graphics and text results to smartphones and other mobile devices used by
the first responder community.

Keywords

SNPP · VIIRS · Fire detection · Gas flaring · Emergency response

1 Introduction

There is an urban legend that satellite sensors are so pervasive and powerful that
pictures record your activities no matter where you go or what you do. This is clearly
a legend easy to debunk. The high spatial resolution satellites are programmed every
day with a limited set of sites where images will be collected, representing a small
fraction of the earth’s surface. Satellite sensors that collect global data on a daily
basis have relatively coarse spatial resolution (∼ 1 km2) and very brief collection
times for any particular spot on the earth’s surface.

Another common misconception is that satellite data are available instantaneously.
In fact, there is always some delay from the collection of satellite observations to their
availability for analysis on the ground. One strategy for reducing the temporal latency
of satellite observations is to collect data from a direct readout station. The core of
such a facility is a satellite dish which is pointed at the satellite in order to collect the
data broadcast. For geostationary satellites the position of the satellite remains fixed
and the dish is stationary. Satellites which collect global data are typically in polar
orbits. Ground stations for polar orbiting satellites have moving dishes that track the
satellite from horizon to horizon.

This chapter examines the use of ground stations to accomplish near-real time
detection and reporting of fires using nighttime infrared data collected by the Visible
Infrared Imaging Radiometer Suite (VIIRS). Nighttime VIIRS data can be processed
to estimate variables of interest to fire fighters and disaster managers, including fire
temperature, source size and radiant heat. However, these observations are generally
only available once per night, presenting a snapshot of the fire conditions at the time
of the satellite overpass. A temporal latency comparison will be made for a specific
disaster event involving a fire for the global data stream versus data from a ground
station. The objective is to provide the reader with a solid understanding of the VIIRS
fire detection capabilities and the limitations that are imposed by the sensor, the orbit,
downlink, processing and delivery of fire detection data.

2 VIIRS Nightfire

The Nightfire algorithm detects and characterizes sub-pixel heat sources using mul-
tispectral data collected globally each night by the Suomi National Polar-orbiting
Partnership (SNPP) Visible Infrared Imaging Radiometer Suite (VIIRS). The spec-
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Fig. 1 Plot of Nightfire temperature versus source area estimates. The red line indicates the theo-
retical detection limit modeled based on the M10 detection limit. The blue line indicate the M13
detection limit

tral bands utilized span visible, near-infrared (NIR), short-wave infrared (SWIR) and
mid-wave infrared (MWIR). Two independent fire detection algorithms are utilized.
The first detector operates on SWIR band centered at 1.6 μm, commonly known
as the VIIRS M10 band. Without solar input, the SWIR spectral band records sen-
sor noise, punctuated by high radiant emissions associated with gas flares, biomass
burning, volcanoes, and industrial sites like steel mills. The second detection algo-
rithm identifies pixels containing hot sources using the two MWIR bands. Using a
concept pioneer by Dozier (1981), Planck curve fitting of the heat source radiances
yields temperature (K) and emission scaling factor (ESF). Additional calculations
are done to estimate source size (m2), radiant heat intensity (W/m2) and radiant heat
(MW). Use of M7, M8 and M10 spectral bands at night reduces scene background
effects which are widely reported as problematic for fire algorithms based on MWIR
and long-wave infrared (Giglio and Kendall 2001). High atmospheric transmissivity
in the M10 spectral band reduces atmospheric effects on temperature and radiant
heat retrievals. Nightfire retrieved temperature estimates for sub-pixel heat sources
range from 600–6000 K (Elvidge et al. 2013). Output is in comma delimited value
(CSV) and compressed Keyhole Markup Language (KMZ, used with Google Earth)
formats.

Nightfire detection limits are defined by the minimal detectable radiance of the
M10 and M13 spectral bands. Since the radiances detected in M10 are entirely
from the heat source present in the pixel footprint, the minimal detectable radiance
can be used to define the source area required to achieve a detection with the M10
band for any given temperature. Figure 1 shows a plot of a full day of Nightfire
local maxima temperatures and source area estimates. Note there is a zone below
the data cloud that is devoid of detections. If the source temperature is high, the
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The Suomi NPP satellite. 
Image credit: NOAA

Aerial view of Svalbard Satellite StaƟon in 2011 
Image credit: Erlend Bjoertvedt, Wikipedia

NOAA Satellite OperaƟons Facility 
Image credit: NOAA

David Skaggs Research Center
Image credit: NOAA

Global Nigh ire Latency Chain

Recorder playback & downlink 
once per 103 minute orbit to 
Svalbard Satellite StaƟon

NSOF Suitland, MD

NGDC Boulder, CO

Data are held six-to-nine 
hours prior to transfer to 
NGDC. Nighƞire processing 
runs once per hour.

7-10 hours latency
Fig. 2 Data for the global version of Nightfire are downloaded once per obit to the Svalbard ground
station for relay to the NOAA Satellite Operations Facility for initial processing. Data are delivered
to NGDC after 6–7 h. NGDC runs Nightfire once per day on the previous day’s data. The result is
a 12–36 h temporal latency

source area required to get a detectable radiance is small. For instance, at 1800 ◦K
a source size of 0.25 m2 is sufficient to achieve detection. In contrast, if the source
is 600 K it takes 1000 m2 to achieve detection. The detection limit lines have been
modeled using the typical detection limit at nadir Planck’s Law is used to calculate the
source size required to generate a detectableradiance for a range of temperatures. The
modeled detection limit falls along the lower surface of the data cloud, indicating
that Nightfire’s detection limits closely match the theoretical limits based on the
M10 detection limit. The lower detection limit for Nightfire is estimated at 500 K,
the temperature at which a full pixel heat source would be required to generate an
M10 detection at nadir.
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3 Comparison of Two Nightfire Data Streams

The National Oceanic and Atmospheric Administration’s (NOAA) National Geo-
physical Data Center (NGDC) currently operates the two Nightfire processing
streams. Global nighttime VIIRS data are processed with Nightfire once per day
from VIIRS Sensor Data Records that are delivered to NGDC from the NOAA Na-
tional Satellite Operations Facility (NSOF) in Suitland, Maryland (Fig. 2). NSOF
receives the full global data stream from the SNPP satellite which is downloaded
once per orbit at the Svalbard ground station. The extreme north location of Svalbard
is advantageous since the station has line of sight contact with the SNPP space-
craft on every orbit. The nighttime VIIRS data collections are on the descending
node of the orbits (Fig. 3). The nighttime data are held on the spacecraft more than
an hour before it is possible to download them at Svalbard. The SNPP data move
quickly from Svalbard to the NSOF using undersea fiber optic cables. It takes about
an hour for data to be processed from Raw Data Records (RDR) to Sensor Data
Records (SDR) and Environmental Data Records (EDRs) at the NSOF. The Na-
tional Weather Service receives the SDRs and EDRs from the NSOF in near-real
time (e.g., seconds). However, the data are held in a data pool at the NSOF prior
to delivery to the data centers for archive. The data NGDC receives for archive
are generally 6–9 h old. The Earth Observation Group (EOG) pulls copies of the
nighttime VIIRS data for Nightfire processing as they are arriving at NGDC. Thus,
there is currently a 7–10 h latency range for the global Nightfire data to become
available.

Fig. 3 Nightime data are collected on the descending (southbound) side of the satellite orbits. Data
are later downloaded at the Svalbard ground station while the satellite flies over the artic. This
results in a delay of more than an hour for the nighttime data to be downlinked
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Fig. 4 Map showing the SNPP reception circle for the direct readout ground station operated by
CIMSS

NGDC operates a second Nightfire processing stream designed to supply reduced
temporal latency fire detection data over the continental U.S. (CONUS). In this
case the SNPP data are being downloaded from direct readout stations operated
by the University of Wisconsin, Cooperative Institute for Meteorological Satellite
Studies (CIMSS). The SNPP broadcasts the data being collected by the sensors
continuously. Direct readout ground stations receive SNPP data in real time via line of
site reception. Figure 4 shows an outline of the CIMSS ground station reception circle.
TheWisconsin ground station can collect SNPP data when the satellite passes through
the reception circle. The data from theCIMSS and ground station are processed from
RDR to SDR and are made available at an open access ftp site operated by CIMSS.
NGDC has an automated process that checks the CIMSS site every 20 min and pulls
any new nighttime data. The Nightfire algorithm runs on any newly retrieved data
and the resultant CSV and KMZ files are posted to NGDC’s website. With these
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Fig. 5 Data for the
continental United States
(CONUS) version of
Nightfire are from direct
readout ground stations
operated by Cooperative
Institute for Meteorological
Satellite Studies (CIMSS)
and Oregon State University
(OSU). The dashed line
represents the CIMSS ground
station reception circle.
Temporal latency ranges from
20–30 min

The Suomi NPP satellite. 
Image credit: NOAA

SSEC satellite dished atop the AOSS building.
Photo credit: Jeff Miller

David Skaggs Research Center
Image credit: NOAA

CONUS Nigh ire Latency Chain

Direct broadcast of real 
Ɵme data recorded by 
the CIMSS ground staƟon 
in Madison, WI

CIMSS Processing and 
posƟng of data files typically 
requires 10 to 30 minutes.

Nighƞire processing runs 
as data arrive. Output files 
are posted on the internet 
without delay.

20-100 minute latency

NGDC Boulder, CO

variables the temporal latency for Nightfire data over CONUS ranges from 40–100
min (Fig. 5).

4 Detection and Reporting of a Natural Gas Platform Blaze

On July 23, 2013 the Hercules 265 natural gas drilling platform lost control of a well
in waters 250 ft deep, producing a plume of natural gas venting to the atmosphere. At
10:50 p.m. local time the plume ignited creating a fireball that persisted for several
days (Fig. 6). The heat was so intense that crews sent to bring the well under control
had to stay more than 200 ft away from the platform.

VIIRS collected data over the platform at 2:33 a.m. local time (CDT) on July 24,
2013. NGDC received the data from CIMSS 35 min later. The Nightfire data were
available from NGDC’s web page at 4:26 CDT. The blaze was detected by VIIRS
despite the presence of cloud cover. Nightfire indicated that the temperature was
1402 K and the size of the source was 108 m2 (Figs. 6 and 7).
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Fig. 6 The Hercules 265 natural gas drilling platform was on fire several days before collapsing.
Photograph from the U.S. Coast Guard

5 Conclusions

While satellites are capable of detecting fires from space, there are several factors that
limit the value of the observations to the disaster and fire management first responder
communities. This includes long latencies for fire detection data deliveries, lack of
an easily usable file format, and lack of information on fire characteristics such as
size and temperature. Global satellite data streams have inbuilt delays due to storage
of the data during orbit, data transmission, processing and release. These delays can
be reduced by working with data collected by direct readout ground stations.

NGDC has made substantial progress in developing a new fire product, Nightfire,
with specific estimates of temperature, source size and radiant heat. NGDC processes
the global VIIRS data stream with the Nightfire algorithm and produces fire data with
7–10 h latency, much too slow for first responders. With tuning this could be reduced
to 10 h latency, which is still slow for first responders. By running Nightfire at the
NSOF it would be possible to get delivery time down to about 3 h.

NGDC also runs the Nightfire algorithm on VIIRS data collected fromthe Uni-
versity of Wisconsin direct readout ground station. This system currently runs with
a latency range of 40–100 min. The latency could be further reduced by checking
the CIMSS ftp sites for new files more frequently and by using a cluster approach
to the data processing at NGDC. The Nightfire software can be installed at other
ground station sites to provide low temporal latency fire detections in other parts of
the world.

The areas that need more work to meet the needs of the first responder commu-
nity are file formats and delivery mechanisms. It should be possible to deliver map
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Fig. 7 The Hercules 265 blaze was detected by VIIRS at 02:33 local time (CDT). The detection
data were available at NGDC’s web site within 2 h of the detection

graphics with embedded fire temperatures, sizes, and time stamps to smartphones
and other mobile devices. Setting this up would require collaboration between a first
responder community and the fire product producer.
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Application of Mobile Data Capture with
Imagery Support
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Abstract

Remote sensing technology and mobile devices are two data collection approaches
that are proving invaluable in the disaster response phase of the hazard event. The
adoption of these approaches is not universal and still faces significant challenges.
The user community must understand the technology, learn how to acquire it, and
be trained on its use before the disaster event. Much has been written about volun-
teered, unvolunteered, and crowd-sourcing of geospatial information for disaster
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response and recovery. While research in these areas continues, most U.S. federal
and state agencies rely on authoritative data collected by authorized personnel.
This research focuses on the use of geospatial technology with mobile devices by
appointed users—those individuals with authorization to collect geospatial infor-
mation for a governmental agency with authority in the disaster response process.
This chapter describes a project to develop a web-app that allows appointed users
to collect geospatial data in the field with Google Maps and user-supplied imagery
and with pre-defined and user-defined structured forms. Although the original
purpose focused on disaster response and recovery activities, such as the Urban
Search and Rescue (USaR) house-to-house searches, the user-groups, purposes,
and technologies rapidly changed in this two year project. Technology for the web
environment rapidly changes, particularly for mobile devices. Our focus on the
USaR teams changed to all parishes in the state of Louisiana. This project used
an agile software development approach, which permitted the evolving nature of
the user requirements. Without this agile approach the user community would not
have adopted the application for emergency response.

Keywords

Remote sensing · Mobile applications · Disaster response · Web-GIS · WebApp

1 Introduction

During the initial days following a catastrophic disaster, federal, state and local
response teams deploy to begin damage assessment and search and rescue operations.
Multiple teams working over an extensive landscape using traditional data capture
approaches of paper maps, clipboards, pencils and paper forms can often result
in collecting redundant data for a geographic area and in errors translating from
paper forms to the required format for submission up the incident command chain.
Furthermore, the information gathered in the field is critical to the full understanding
of the magnitude of the disaster incident as well as how field resources are being used
and where additional resources are needed. Unfortunately, traditional methods of data
capture and transmission of field data sometimes result in delay in this information
being fully understood by all levels of incident command.

Disasters are recurring events and thus, in research, the concept of a hazard cycle
is used to describe the sequential phases of a location that experiences repeated
hazard events. The common phases described are event, response, recovery, plan-
ning/mitigation, warning—followed by another event. The response phase of the
hazard cycle is the shortest phase (e.g. 3-days, but dependent on the scale of the event)
and the recovery phase may last for days or months (and in some cases years). While
considerable research has been and is still being conducted on crowd-sourced ap-
proaches for geospatial-enabled approaches in disasters (e.g. Goodchild and Glennon
2010; Merchant et al. 2011), the governmental (e.g., local, state, federal) process is
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almost exclusively focused on the use of authorized personnel to collect geospatial
information. In large part, the issues of quality, reliability, and liability restrict a
governmental agency to using authoritative users for key data collection efforts.

The primary piece of information that disaster relief is based on is the Preliminary
Damage Assessment, or PDA (GAO 1996). It is the first assessment of a community
following a disaster and serves as the benchmark on which other information is built.
It is the key component of information needed by a state to qualify for a Federal
Disaster Declaration. The PDA identifies the impact, type, extent of disaster damages
and impact on individuals. The PDA documents the damage by listing the number
of residences that are destroyed or suffering major or minor damage; the estimated
public assistance cost; and the estimated damage by county. The collection of PDA-
data is a joint effort by both federal (i.e., FEMA) and state and county/parish staff.
The thresholds for a Presidential Disaster Declaration are $ 1.29 per capita statewide
or $ 3.23 per capita for a county.

Remotely sensed imagery is often viewed as a key part of planning and mitigation
of natural disasters and without question, either the data/imagery or the derived
products from remotely sensed data (e.g. land use/cover maps, digital elevation
models) are very important. However, during disaster response operations aerial or
satellite imagery is not commonly used (Hodgson et al. 2013) for several reasons.
First, the post-event imagery must be collected and made available quickly and
inexpensively to be useful enough in the disaster response or recovery operations to
justify the cost. A recent survey of all state emergency management offices found
only 16 % of states used imagery for mapping disaster extent and less than 8 %
used imagery for other damage estimates (e.g. buildings, critical infrastructure, or
transportation features) (Hodgson et al. 2013). Thirty percent of states expected
the federal government to collect the post-event imagery regardless of whether the
state requested it. Also, 54 % of the states expect the imagery to be collected and
made available with no cost to the state. (Note: the general formula is the federal
government will pay 75 % of image collection costs for disasters that have been
declared under the Stafford Disaster Assistance and Emergency Relief Act of 2000.)
The reasons for these statistics are many but chief among them may be the lack of
appropriate tools to integrate the use of imagery into the decision making process in
both the Incident Command HQ and in the field. How do these individuals obtain the
imagery and utilize it on a portable device? Ideally, the field users would have both
pre- and post-event imagery available. But how will they incorporate the imagery as
a layer on a portable computing device, such as a tablet or smartphone?

While much research is focused on automated methods for extracting information
from post-event imagery a very important use of imagery is simply for visual analysis.
Automated approaches suffer from a variety of issues, including spatial resolution
incompatibility, sun-angle, and spatial registration issues with pre- and post-event
images (Tiede et al. 2011). The use of imagery for visual analysis may range from very
simple ‘backdrops’ to other ancillary data (e.g. transportation networks, buildings,
etc.) to more sophisticated uses such as classification of residential structure damage.
Shortening the time it takes to build an understanding of the scope of a disaster is
crucial in being able to direct resources quickly and efficaciously. Imagery is one of
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Fig. 1 Ground-level view (a) and aerial view from Pictometry (b) of a residential area impacted
by Hurricane Katrina storm surge. (Image on the left courtesy of Bruce A. Davis)

the best ways to build that understanding and the key issue is delivering the imagery to
response/recovery staff quickly, such as through the internet/cellular dissemination
to field personnel.

There is a critical need for dynamic situational awareness during the first few days
of a catastrophic disaster to enable response agencies at all levels to have an accurate,
common operating picture of the incident to determine response resource needs and
priority areas. Mobile applications can be a key element in the data acquisition
process to improve situational awareness but, in general, have many challenges
when used by disaster response communities (Clarke 2004). Data collection with
mobile devices often takes place using tablets or cell phones (NOAA 2001; DeCapua
2007; Hodgson et al. 2013). While numerous ‘apps’ for collecting geospatial field
information exist, a key need for authorized disaster response staff is the integration of
pre- and post-event remotely sensed imagery. In some disasters, such as an earthquake
or hurricane flood surge, a ground-level view of the disaster site after the event
has occurred is very different than a vertical view (Fig. 1a and 1b). Importantly,
a post-event observation may not provide important information on the pre-event
structures. The post-event image may not show a residence that has been moved, or
it may mislead staff where a multistory building has collapsed into a single story in
an earthquake.

While many apps are now available for disaster response and recovery applica-
tions, few were actually created under the direction of a federal or state emergency
response agency. These applications for iOS or Android devices are available in
the online distribution portals, such as Google Play or App Store (American Red
Cross 2014). Several GIS vendors (e.g., ESRI) have also developed ‘free’ apps
(e.g., ArcGIS app) that can be used to collect geospatial information. Such apps are
rarely ‘free’ but depend on licensing agreements for usage, storage of data online,
or—worse—acceptance of product advertisements. Most importantly, such apps may
not be usable in a disconnected mode (i.e., when the cellular connection or Wi-Fi
connection is unavailable). Furthermore, data collected by local, state, or federal
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response teams is normally confidential and therefore could not be stored in an un-
secured IT architecture. Since these data are often part of the Preliminary Damage
Assessment (PDA) used to qualify communities for disaster relief funds it is impor-
tant that these data have credibility and a documented chain-of-custody handling to
insure accuracy.

First response agencies at all levels share the requirement for tools that are tailored
to their needs; that are easy to use in the field, operate in all conditions throughout
incident response, and are affordable to acquire and maintain. The United States De-
partment of Homeland Security (DHS), Science and Technology Directorate recently
funded the development of a mobile app (i.e. the Mobile Image Analysis Toolkit),
that meets these user requirements and those defined by DHS/FEMA, the State of
Louisiana Governor’s Office of Homeland Security and Emergency Preparedness
(GOHSEP), and several parishes in Louisiana (especially the St. Tammany Parish
Office of Homeland Security and Emergency). The design, implementation, and test-
ing phases of this mobile app were conducted using the agile programming paradigm
(Beck et al. 2001). The testing involved numerous state personnel and parishes in
Louisiana and reviewers in other regions of the U.S. and Europe. The users for the
application were a critical part of the design phase and provided important feedback
on each step in the agile development process. The unique aspects of this project
include the online/offline synchronization requirement, the pre- and post- imagery
requirement, and the low-cost implementation strategy. The collection, editing, and
even visibility of the data must be restricted to authorized users, necessitating a
carefully orchestrated system of user management with defined roles.

The most important component of this project was the stakeholder. Any new tech-
nology ‘solution’ would not be used during the next disaster unless the stakeholder
community had already adopted and trained with the solution. There is no time for
training during a disaster and few if any response agencies will risk the collection
of critical information with an untested and unproven technology. Furthermore, the
application must be thoroughly tested to insure data integrity. Our approach to this
challenge was to work directly with state and parish officials in Louisiana at several
levels to help (1) define/refine their requirements, (2) customize a solution, and (3)
train the administrators and field personnel with the technology solution. Through
this process we gathered valuable feedback on the current version while training
the end user community and preparing them to incorporate the technology when the
product was ready.

An underlying factor in the design and implementation of the mobile application
with server-side support was the continual evolution of the web-based and mobile-
based technologies (hardware, software, and protocols). Because the cellular and
tablet markets are rapidly evolving, the protocols and software technologies evolve
too.

In the remainder of this chapter a discussion of the two key data elements in the
application—pre- and post-event imagery and the user form. The use of an iterative
development process (i.e. the agile software development method) and the software
implementation are presented. Finally, the user testing, training, and application user
manual are discussed.
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2 Incorporating Pre- and Post-Event Imagery

Web-based distribution of imagery can be simple downloads of image files (e.g.,
in .jpg, .tif, .png form) or can incorporate web mapping services (e.g., Google Maps,
Bing Maps). Web mapping services may be constructed in a de facto standard or
organizational standard, such as the web mapping service (WMS) specification by
the Open Geospatial Consortium (OGC). More problematic is the incorporation of
imagery when the mobile device is disconnected (i.e., offline) from cellular or Wi-
Fi networks. The mobile device application developed in this project incorporated
imagery using the following three approaches:

• Downloading image tiles (.jpg format) from a centralized web server to be used
in an offline mode,

• Employing Google Maps imagery in a connected mode,
• Incorporating user-supplied imagery as ‘pinned’ .jpg images on Google Maps.

Most counties and many states in the U.S. have online (or protected) repositories
of image tiles covering their regions. These repositories are typically organized in a
very structured set of ‘tiles’ (square regions) in a regular tessellation. For example,
the tile boundaries in Richland County, SC are structured at three hierarchical levels
of 5000-, 10,000-, and 20,000-foot tile boundaries for different spatial resolutions.
Our approach allowed users to access these repositories by downloading the image
tiles (and associated header file) to the mobile device for use in offline mode.

The DHS has recently (2013) created a formal project for requesting a commercial
provider to collect post-event disaster imagery. These data will be hosted on the DHS
Geospatial Information Infrastructure (GII) cloud architecture. Emergency response
agencies with accounts will be able to access these images, and there are plans to
test and evaluate image analysis tools within this architecture. The imagery will be
disseminated either as separate .jpg files (as used by commercial providers in the
past) or by a web mapping service in the form of tightly structured dynamic tiling
schemes (e.g. Google Maps). Our implementation for post-event imagery is currently
based on the ‘pinning’ (explicit georeferencing of an image with corner points) of
such imagery on top of a Google Maps basemap or image.

2.1 The Form

The reason for delivering imagery to field teams is to enable them to navigate to
a location or to assist them in the assessment of damage by collecting information
about the structure under review. The mobile application data collection component
is used to collect geographic position, attribute information, and ground-level photos
of the position. Geographic position is based on either the GPS (actually the position
may also be based on a global navigation satellite system (GNSS), depending on
the newer receivers) or by the user designating a location on the map/imagery. The
‘form’ is the component that allows users to enter a structured set of attributes in
pre-defined fields (e.g., textboxes, checkboxes, drop down lists, etc.)

diane.k.davies@nasa.gov



Application of Mobile Data Capture with Imagery Support 61

2.2 PDA Form

The form created for the initial MIAT PDA application was based on the informa-
tion needed by the state when applying for disaster assistance. Staff in the State of
Louisiana GOHSEP office and St. Tammany Parish defined these requirements. The
database and structured form was used to collect and store the key information for
the PDA in a MySQL enterprise database.

In this project the information required for the PDA was collected in a pre-defined
form. However, the user community also wanted many other forms (e.g., pet res-
cue, bridge conditions) and the list of forms was constantly changing. Thus, we
implemented technology to allow users to define their own forms from a set of form
elements (textboxes, data fields, checkboxes, and drop down lists). The development
environment for a user-defined form was very simple. Other mobile applications
have been developed that also allow user-defined forms (e.g., Aanensen et al. 2009).
This ability to construct forms quickly and easily for the collection of attribute infor-
mation is critical to the successful implementation of MIAT within state and local
government agencies. As the maturity of MIAT use increases the application of the
tool to a wider variety of problem sets grows requiring additional data collection
forms. This capability also allows agencies to construct forms that address informa-
tion gaps as disaster response operations unfold. Published from the server-side, the
forms are instantly available to all field teams insuring that consistency in the data
capture process is maintained by all personnel.

When the user-defined forms were demonstrated at the GOHSEP meeting in Baton
Rouge and again at a Louisiana Emergency Preparedness Association meeting in
Lake Charles, the increase in interest was marked (Fig. 2). While the PDA form was
seen as useful, it was meeting a requirement imposed on the parishes by the state and
federal authorities. Making their own forms allowed them to address important local
issues. Parish officials suggested, for example, using it to monitor bridge conditions
during ice storms, to record cemetery plots in areas prone to flooding, and to map
facilities that were potential hazmat sites.

2.3 User Form

To test the flexibility of MIAT and its potential in non-emergency contexts, plans were
made to test its data collecting potential in a different survey. In particular, MIAT
will be tested during field activities of the 17th European Seminar on Geography of
Water (GoW) (Padova, Italy, 22 June–3 July). In line with the main objectives of
this seminar, the goal of the survey will be to collect information about the potential
water-related landmarks of the Southern Venetian Plain. For this purpose, a new form
called “GoW_2014_landmarks_point” was defined (Table 1a).
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Fig. 2 Focus group and training of Parish directors in Lake Charles (a) and Baton Rouge (b)

3 Iterative Application Development Process

The best approximation of the software development cycle for this project would be
the agile development approach (Beck et al. 2001). The classic waterfall design (Bell
and Thayer 1976) has been criticized for many reasons but is clearly not appropriate
for this project as (1) the requirements were loosely defined and (2) software technol-
ogy changed during the project. The requirements for the mobile application could not
be rigorously defined prior to beginning the software development/implementation;
the needs of the clients/stakeholders both became more defined and evolved during
development. In fact, the telecoms and group meetings enabled the stakeholders to
assemble together and collectively discuss the requirements and context for imple-
mentation. These meetings forced the stakeholders to reach a consensus on the issues,
the requirements, the implementation solutions, and the authorities. The final meet-
ing was conducted at the Governor’s Office of Homeland Security and Emergency
Preparedness (GOHSEP) in Baton Rouge, Louisiana where both a focus group and
some training took place (Fig. 2a and 2b).

Thus, we used an agile software design model to work with the stakeholders as
the most important part of the project. The agile design required us to completely
abandon one software solution (i.e., a custom ESRI iOS solution) because of (1) the
stringent online database/server requirement and (2) the delays in the ESRI offline
GIS mobile application. Our agile development cycle was composed of the following
steps:

1. Initial set of requirements from Focus Group of Louisiana staff on PDA needs
2. Scoping of technology (server-side, mobile-side) availability
3. Scoping of business models (i.e., software licensing, cloud-server costs, local-

server possibilities)
4. Mobile device support requirements
5. Integration of existing and near real-time imagery
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Table 1 Example form for the 2014 European seminar on geography of water data collection
exercise

Field name Field type Description of field Example value(s)

Landmark_Name TEXT Identifies the landmark as
univocally as possible

Idrovora vampadore

Date_of_Survey DATE Date of the survey, i.e. day
month year

20 May 2014

Surveyor TEXT Name of the surveyor Silvia E. Piovan

Surveyor_Contact TEXT Phone number or a email
address

silvia.piovan@gmail.com

Description TEXTAREA Short description of the
landmark

Built between 1880
and 1881, power of
the pumps 400 HP

Age DROP DOWN
LIST

Defines the age of the
landmark, e.g.
Protohistorical, Roman Age,
Middle Ages, Modern Age,
Contemporary Age

Contemporary Age

Type DROP DOWN
LIST

Natural or historical of the
landmark

Historical

Category DROP DOWN
LIST

Defines the type of the
landmark, i.e. bridge,
building, culvert, meander
cutoff, pumping station, river
diversion point, stone, water
pond, other

Pumping station

Other TEXT “Other”, this “open” field
allows the user to specify, the
category. The administrator
could be include a new
category if it will become a
common one

–

Preservation DROP DOWN
LIST

Defines the preservation
condition of the landmark,
i.e. bad, poor, good, excellent

Good

Enhancement DROP DOWN
LIST

Describes the enhancement
condition of the landmark,
i.e. absent, poor, good,
excellent

Poor

6. Approaches to deploy software on mobile devices
7. Prototypes (ESRI and open-source)
8. In-house testing
9. Local user testing

10. International user testing
11. Revisit requirements and implementation strategies
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We held two focus group meetings with Louisiana staff and numerous internal/DHS
meetings. Some key requirements were defined in these two meetings:

Geospatial Location and Attributes The mobile application must be able to define
positions based on the device location (e.g., GPS, GNSS) or pointing to an onscreen
map or image. The application must have access to pre-event and post-event near
real-time imagery.

Online and Offline Capabilities During a large scale disaster event the network
connections (e.g., cellular or Wi-Fi) are often unavailable in the field. Furthermore,
in the state of Louisiana, large rural areas had neither type of connectivity. The
application had to address the need for offline data collection where the collected
data would be synchronized when the user entered a Wi-Fi space.

Management of Users The use of the mobile data collection required a level of
security that restricted data collection to authorized users. Furthermore, the set of
authorized users should have different roles based on their collection/editing/proofing
responsibilities and their geographic area of responsibility. The ‘role administrator’
assigns each user a role. The disaster Incident Commander must also have methods
for assigning user roles.

Evolution of Software Application A number of significant software changes were
required during development, and were envisioned as continuing to evolve. De-
ploying a device-dependent app would have required constant redeployment of the
solution through the two main mobile device operating system portals, Google Play
and the App Store. Thus, the development of new versions of the software in Ob-
jective C and Java for two operating systems would have been laborious and time
consuming. Our solution quickly evolved from device-based apps into a single web-
based app, where the code could be updated once and immediately made available to
users from a server-side change. This approach also enabled the agency responsible
for the information requirement to publish the data capture form for use by field
teams and thereby control the process to insure consistency and accuracy.

4 Implementation Design

4.1 Technologies Used

The implementation of the mobile application requires both server-side and client-
side code (Fig. 3a and 3b), a database on both sides, and a protocol for communication
between the mobile device and server. During the design process the user community
explicitly guided us to change the implementation plans from commercial software
(e.g., SQL-Server, ESRI ArcGIS Online, ArcGIS for Mobile app) to open source
software. The redirection was for two primary reasons: (1) the cost associated with
a commercial solution itself with the uncertainty of future licensing/subscription
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Fig. 3 Screen shot of MIAT home page on server side (a) in landscape mode and MIAT Data
Capture app on client side (b) in portrait view (both running on 8” Tablet)

fees and (2) the lack of suitable commercial solution for offline use. These two
issues impact operational sustainability of the tool and the utility of the tool for
emergency response. Parish governments as well as state emergency management
agencies work within very tight budgets. The ability to budget for a software license
is difficult and when viable options exist for open source or ‘home grown’ software
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developed from well understood and available tools then more and more governments
are turning to this option. The guidance from the user community resulted in the use of
the following technologies for an implementation: database (MySQL, IndexedDB),
map (Google Maps API), programming languages (PHP, HTML5, CSS, JavaScript,
jQuery, and jQuery Mobile), and communication (Ajax, JSON). These are tools that
are well understood in government, industry, and academia. The ability of a local or
state government to maintain a capability such as MIAT written in well understood
languages is extremely valuable as it plans for continued development of the tool
and long-term maintenance.

On the server side, MySQL 5.0 was used to store all user collected data. Addi-
tionally, the user profile (e.g., name, affiliation, email, operating state and county,
and role) was stored in a protected table. This is the information that the user must
provide to secure an active role using MIAT, and it is very valuable to the emergency
management agency hosting the tool because they can review the data in the profile
and compare it against an approved list of credentialed response personnel to avoid
permitting unauthorized access to sensitive data. On the mobile device (client-side),
an IndexedDB database within the browser cache was used to store user collected
data for offline use. Pre-event and post-event image sets are stored in the file system
on the mobile device. Communication between the mobile device and the server
utilized the Ajax (Asynchronous JavaScript and XML) technique primarily in JSON
(JavaScript Object Notation (JSON) format.

While the data creators and data editors roles could create and modify data, for the
PDA app only the administrator role was allowed to ‘approve’ the final data. Thus,
it was necessary to keep a record of the changes to each field for every location. We
implemented methods for capturing the time and person changing each field for each
record in the database.

4.2 User Maintenance

The authorization of each role required numerous trials and revisits with the stake-
holders. After several iterations we settled on a hierarchy of user roles (Fig. 4). At the
highest level, a super-administrator could modify all user roles, recover their pass-
words, and delete users. All other roles beneath the super-administrator were limited
in scope to one state/county. Role-administrators would assign roles for users asso-
ciated with their state/county. Data editors could modify any data for the state/region
they were assigned; while data creators could collect data but only modify data they
created. Data viewers could look at any data collected within their state/county but
could not download or modify the data. After the initial registration a member waits
to be assigned a role by the role-administrator before being allowed to access the
mobile app.

We tested and implemented server-side functionality initially using Visual Studio
and C# and subsequently using PHP. Visual Studio allowed for a simple implemen-
tation of user authentication with a login/password protocol and database hashing
of passwords; however, because the code on the server-side and client-side both can
utilize a login-authentication, we opted for a PHP/JavaScript solution.
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Fig. 4 MIAT user role assignment (a) and user registration (b)

Fig. 5 MIAT Mobile app and supporting server-side software workflow illustration

4.3 Workflow

The typical workflow for each type of user is shown in Fig. 5. Users were required
to register, be assigned to a role (Fig. 4a), and collect data in the field (Fig. 4b).
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Fig. 6 MIAT Mobile app: portion of PDA form (a) and data capture running on a tablet with
observer location (b)

The data collected, which appeared as points on the onscreen map, included both
the geographic location of the property (e.g., public buildings, residences) damaged
by the disaster (using the device’s GPS or by directly selecting a location on an
onscreen map) and the fields in the structured PDA form (Fig. 6a). In addition, the

diane.k.davies@nasa.gov



Application of Mobile Data Capture with Imagery Support 69

Fig. 7 MIAT Mobile app data capture screen illustrating a post-event (Hurricane Katrina in 2005)
image from Pictometry overlaid on Google Maps imagery (a) while central staff observe field
collections (b)

timestamps indicated when the data was collected and photos/videos were taken
in the field. The interactive map in the application allowed user to see his/her lo-
cation, previously collected points and photographs, and review the data collected
(Fig. 6b). Post-event imagery could also be overlain on a Google Maps image base
or a street/river network basemap (Fig. 7a). Command center staff can watch the data
collection (if the field personnel synchronize their collected data or are operating in
an online mode) (Fig. 7b). The display of points could also be restricted based on
user criteria. After points were collected the data could be reviewed on desktop or
mobile devices (Fig. 8). Finally, the data could be exported in several forms (e.g.
databases, spreadsheets, or a shapefile) for consumption in other applications.

4.4 Device and Browser Independence

The MIAT app is designed for cross-platform use and the app has been tested to run
fluently on many devices, browsers, and operating systems: iOS 6 and 7 (iPhone,
iPad and iPod Touch), Android 4.2 (smartphones and tables), Windows Vista and
Windows 7 (laptops and desktops). Compatible browsers based on our tests include
but are not limited to Internet Explorer 10, Google Chrome, Firefox and Safari.
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Fig. 8 Example MIAT data review page for proofing points already collected

An important requirement was the ability to use iOS and Android mobile tablets
and phones and most browsers. We included checks for early versions of Internet
Explorer and are not supporting versions earlier than IE9. Because tablets and phones,
in particular, may be oriented either landscape or in portrait mode we designed a
‘fluid’ menu system that adapted to the device display resolution and orientation.
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5 National/International Testing

We tested the use of the MIAT application in several places in the United States and
in two European countries (Austria and Italy). Since the application was designed
for U.S. states and counties (or county equivalents), we added international countries
as ‘states’ and their immediate subdivisions as ‘counties’.

5.1 Testing in United States

All versions (initial concepts through alpha/beta/Version 1.0) were exhaustively
tested in multiple states (District of Columbia, South Carolina, Louisiana, and Mis-
sissippi) in the U.S. Example imagery for offline use was created for Richland County,
South Carolina, so most offline testing was conducted for this region. Both online and
offline testing with various cellular service providers (e.g., AT&T,Verizon, T-Mobile)
and Wi-Fi connections allowed thorough testing of connectivity and bandwidth is-
sues. We also tested numerous platforms (desktop, laptop, tablet, and cell phones)
using various operating systems (Windows, Android, iOS and Mac OS) and browsers
(Internet Explorer, Safari, Chrome, and Firefox). While quantitative measures of dis-
aster response improvement are not available, the overall evaluation of the tool was
communicated to the team by end user emergency response agencies. In their re-
view of MIAT, emergency response agencies generally measured the improvement
in their operations based on improvement over existing methods for the collection of
field information to support disaster assessment and search and rescue. The existing
methods generally involved the use of paper forms with the transcription to digital
spreadsheets later when the teams returned from the field. There was no dynamic
update of a database as teams progressed through the disaster. They also did not
have the benefit of post-event imagery to navigate through a confusing landscape.
While each agency that used MIAT stated it would be an improvement over existing
methods, an exact measure of this improvement was not possible chiefly because it
was not used during an actual disaster response operation.

5.2 Testing in Austria

The online version of MIAT was tested on an Apple phone (an iPhone 5) and an
Android Samsung Tab 3 8-in. tablet in Austria using various cellular providers
(WOWWW!, Bob, Vodaphone, Georg) for connectivity. The online testing worked
flawlessly during testing in Salzburg, Austria. The offline version suffered some
issues with one service provider while at the base of the Hohensalzburg Fortress.

5.3 Testing in Italy

Extensive testing of MIAT in Italy was by an Italian professor whose second language
is English. This testing opportunity was also by a scientist not initially trained in
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Table 2 Example list of important web site and application issues identified during testing
ISSUE RESOLUTION

“MIAT PDA, Online” and “MIAT Plus, MIAT Online” have 
different HMIs. Why?

Modify interfaces to be consistent.

There are no title for pages, so the user can forget if he/she is 
in MIAT PDA or in MIAT Plus.

Add consistent title to all pages.

The explanation of MIAT says 
that it provides “two free 
apps” (PDA and USaR). This 
is not evidenced neither in the 
lists of the 4 links “MIAT 
Mobile, MIAT ESRI, Mobile 
GIS Reseach, Related Sites” 
and in the MIAT Mobile 
menu. We need consistency.

Eliminate the references to the USaR app in this 
project and revise online description.

The “MIAT Plus, MIAT 
Online” has two buttons 
without label. The user cannot 
understand the meaning of 
those buttons.

Change text size for button widgets so text shows 
on all devices.

the use of MIAT but relying on the user documentation and/or information on the
interface. MIAT was tested in online mode and with a user-defined form using a
Samsung Galaxy 3 cell phone. Testing in this international context was extremely
helpful and identified both serious issues as well as issues that were simply overlooked
by the users and developers that were ‘too’ familiar with the application (Table 2).
Documentation of issues included graphic examples and textual descriptions. The
MIAT team then reviewed the issues collectively and decided on resolutions. For
example, a new user would quickly loose the workflow as the web/application pages
either did not have titles or the title naming convention was not consistent. In a few
instances the lag-time in cellular response necessitated letting the user know certain
tools may require additional loading or processing time.

6 User Manual

The users of the PDA application are a mixture of many somewhat older staff and
younger staff who may ‘learn’ an application in different manners (While differen-
tiation by age may not be the perfect proxy for this learning style, we use it in this
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Fig. 9 Example portion of the online user’s manual for MIAT-PDA

article as most readers will understand the issue.) Traditional application users will
be trained in a workshop or be instructed to follow the steps in a user-manual. Con-
temporary users of computing applications are conditioned to not read user-manuals
or, at best, to rely on ‘Quick Start’ guides. For state/federal applications we will
assume the user will be required to attend a short (e.g., 1-h) training course on the
PDA application or instructed to follow a user-manual. We have created user manuals
(Fig. 9) both for the use of the PDA application (online and offline versions) and for
the installation/management of the entire server-side/client-side applications.

7 Discussion

The successful use of remote sensing technologies to improve disaster response
and recovery depends on the entire remote sensing process working in an efficient
manner. This process consists of tasking the optimal remote sensing assets, rapid
acquisition of data, efficient and effective analysis, and effective delivery and use
of the products. All four elements of this process have to be in place or the entire
delivery of improved information is delayed. MIAT was developed to improve the
capture of critical data in the field and to improve the use of remote sensing data as an
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intelligent mapping of a post-disaster landscape. MIAT also helps response personnel
to navigate to priority areas for execution of mission responsibilities. It leverages
existing remote sensing databases resident with parishes and counties, states, and
federal agencies and provides a means for field teams and Incident Commanders to
better understand a changing disaster landscape and communicate this understanding
to other agencies that may not be resident in the disaster. The ability for all levels
of the incident command chain to see the same image of a disaster is a powerful
tool. It allows everyone to understand the disaster at the same point in time and to
come to agreement about priorities and allocation of resources. Within this context,
MIAT uses remote sensing imagery and existing cartography to provide a dynamic
update of response operations as they progress. From the Incident Command center,
a regional facility to a national watch office, everyone with an account can monitor
the collection of data by field teams and better understand the magnitude and extent
of the disaster.

Throughout the development of MIAT the team worked with existing imagery
over a few select test sites outside of a disaster response environment. During one
opportunity (a field test with USaR personnel in the Los Angeles County Fire De-
partment training site) the MIAT team participated in an exercise in which real-time
remote sensing imagery was collected over a site designated by a response agency and
then consumed by MIAT for use in the field by response personnel using tablets. This
single test was successful and points to future possibilities as rapid data acquisition
and transmission technologies combine with cloud computing architectures to offer
emergency response agencies the opportunity for incorporation of image data into
the operational response environment. As technologies to provide imagery improve
and as technologies to consume image data for use with field-acquired information
also improve, the push-pull of these two will move the national capability to respond
to and recover from catastrophic disaster forward.
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Abstract

Responding to catastrophic natural disasters requires critical information. When
lives and everyday activities are interrupted by crises such as earthquakes, land-
slides, volcanoes, hurricanes, and floods, timely satellite imagery and aerial
photographs become invaluable tools in revealing post-disaster conditions and
in aiding disaster response and recovery efforts. An international group of satel-
lite data providers manages a cooperative program to provide emergency response
satellite data to communities affected by major natural and anthropogenic disas-
ters. The International Charter ‘Space and Major Disasters’ (“Charter”) draws on
the capabilities and resources of fifteen space agencies and a number of cooper-
ators to quickly provide imagery and supplemental information for relief efforts
in response to major disasters. Repeatedly, the Charter and its resources have
provided valuable assets in assisting with global disaster recovery activities.
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1 Introduction

When a disaster strikes, government agencies and relief organizations immediately
begin to provide aid and make basic services available. These organizations require
vital information that may not be readily available in order to assess public needs, such
as the location of the most highly impacted populations. Remotely sensed satellite
imagery can assist in providing critical information to the responding agencies, but
it must be easily accessible and provided in a timely fashion.

The International Charter ‘Space and Major Disasters’ is an international, multi-
agency consortium that provides satellite-derived disaster response imagery to any
country that requires assistance, at no cost to the requestor. The provision of im-
agery is for response activities only. While distribution of imagery may be limited to
select organizations, derived information products (e.g., damage assessment maps)
may be shared among all responding agencies. In this chapter, the Charter’s history
and operational policies will be presented, along with recent examples of Charter
activations. We will describe activations that were completed in a timely fashion and
others that were not, to demonstrate the importance of timely data delivery.

1.1 International Charter History

Many countries utilize satellites and conduct observations of the Earth’s surface
for various applications. Additionally, the growing numbers of military and com-
mercial systems have been increasingly important for supplementing data provided
by civilian systems. Additional information is available via advanced aerial cam-
eras, radio detection and ranging (RaDAR), light detection and ranging (LiDAR),
and topographic measuring sensors. A major challenge to providing useful data and
information for disaster response rests with the sheer abundance of observations
collected by all of these Earth observation systems.

Magnifying the data volume problem is the importance of rapid analysis during
emergency situations when quick response and rapid distribution of the information
can save lives. The use of geospatial data during emergency response operations is
distinct from the use of geospatial data in routine environmental operations (Brunner
2009). Hence, there is an immediate need to apply specialized skills to the event
when disaster strikes. To deal with this issue, organizations have established groups
to provide this kind of targeted response.

It has been documented that using a multi-sensor, multi-platform approach to
remote sensing can provide the most comprehensive coverage of an event (Joyce
2009). To that purpose, the Charter organization, an international agreement among
space and remote sensing agency members, provides multi-sensor, multi-platform
space-based data and information to support relief efforts in the event of emergencies
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Fig. 1 Current Charter member agencies

caused by natural and anthropogenic disasters. The data provided through the Charter
are made available at no charge to the users for their use in the response effort. The
Charter is an integrated earth observing system that maximizes data availability, pro-
viding first responders with timely access to satellite imagery for disaster monitoring
and impact assessments. (Gitas 2008).

The Charter was conceived in connection with the third United Nations (UN) space
conference, UNISPACE III, held in Vienna in July 1999. In the face of increasing
destruction and damage to life and property caused by natural disasters and conscious
of the benefits that space technologies can bring to rescue and relief efforts, the
European SpaceAgency (ESA) and the French Centre National dÊ¼Etudes Spatiales
(CNES) set out to establish the text of the Charter, which they themselves signed
on 20 June 2000, while inviting other space agencies to do the same (Bessis et al.
2003). The Canadian Space Agency (CSA) was the first to come onboard and sign
the Charter on 19 October 20001. These three founding space agencies then went on
to establish the Charter’s implementing architecture. (Mahmood 2008).

The Charter membership (Fig. 1) grew accordingly:

• The U.S. National Oceanic and Atmospheric Administration (NOAA), and the
Indian Space Research Organization (ISRO) became members in September 2001.

1 International Charter Space and Major Disasters. June 6, 2013 http://www.disasterscharter.
org/news?p_p_id=NiPortlet_WAR_DisasterCharter&p_p_lifecycle = 0&p_p_state=normal&p_p_
mode=view&p_p_col_id=column-1&p_p_col_count=1&_NiPortlet_WAR_DisasterCharter_artic
leId=NEWS-ITEM-20001020
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• The Argentinian Comisión Nacional de Actividades Espaciales (CONAE) joined
in July 2003.

• In 2005, the Japanese Aerospace Exploration Agency (JAXA) joined in February,
the U.S. Geological Survey (USGS) joined in April as part of the U.S. member-
ship, and the British National Space Centre/Disaster Monitoring Constellation
(BNSC/DMCii) joined in November.

• The China National Space Administration (CNSA) joined in May 2007.
• The German Aerospace Center (DLR) joined in October 2010.
• The Korea Aerospace Research Institute (KARI) and the Brazilian Instituto

Nacional de Pesquisas Espaciais (INPE) joined in 2011.
• The European Organisation for the Exploitation of Meteorological Satellites

(EUMETSAT) joined in July 2012.
• Membership application of the Russian Federal Space Agency (ROSCOSMOS)

was accepted in September 2010, and the formalities for Charter signature were
completed in April 2013.

The Charter is governed by two entities, the Board and the Executive Secretariat.
Both groups have a representative from all member agencies, with the Board being
responsible for acceptance of new members, interaction with other international
organizations, and other policy topics. The Executive Secretariat is responsible for
the Charter’s daily operations and related technical and administrative functions.

As part of its programmatic responsibilities, the Board has recently considered
options for the Charter’s further evolution. In 2012, the Board agreed to the imple-
mentation of Universal Access. Universal Access will allow any national disaster
management authority to submit requests for emergency response support to the
Charter. Proper procedures will have to be followed, but the affected country will
not have to be a Charter member. This policy will benefit national users in countries
beyond those of the Charter members, who were previously unable to make direct
requests to the Charter during emergency situations.

2 International Charter Operations

There are four functional units that compose the operational response loop for a
Charter activation (Fig. 2). The units are the Authorized User who requests the
activation, the On-Duty Operator who is available 24 × 7 to receive the request, the
Emergency On-Call Officer who begins the immediate tasking of satellite resources,
and the Project Manager who manages the provision of data for the entire activation,
ensuring that the value added provider generates the informational products that are
required by the end-user to support their response efforts.

A Charter activation is requested by an Authorized User (AU). With the imple-
mentation of Universal Access, all countries have the opportunity to have their own
AU. If they do not have a national AU, an AU from another country may submit the
activation request on that nation’s behalf. The activation request includes the type of
event and the geographic location, including any information that will assist in the
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Fig. 2 Charter operational loop

tasking of appropriate sensors. The request is sent to the On-Duty Operator (ODO) in
Frascati, Italy. The ODO position is permanently staffed at ESA, 24 × 7, 365 days
a year. The ODO verifies that the requestor has the proper privileges to request an
activation, logs the call, and proceeds to notify the Executive Secretariat members
and the Emergency On-Call Officer (ECO).

The ECO is also available 24 × 7 and is responsible for immediate tasking of
the appropriate satellites in response to the request for support. This is the level of
operations that highlights the unified system that is in place among all of the member
agencies. The ECO has 3 h from the time of notification to begin tasking satellites
and coordinating with the mission planning staff of all the agencies that will be
supplying data for the event. The initial tasking request is based on the information
the ECO has about the satellite resources/sensors of the participating agencies and the
type of event. The ECO sends these requests to the individual agencies and receives
responses from the agencies in regards to the availaibility and approriateness of the
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Table 1 Chart showing type of Charter events by year from November 2000 to August 2014
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these resources/sensors. The final satellite tasking choice is recommended by each
agency for their respective resources/sensors. When the ECO has completed the
initial tasking requests, created a dossier containing a history of the actions, and the
resulting requested satellite collections, the ECO passes that information on to the
Project Manager (PM).

Unlike the ODO and ECO, the PM is available only during normal local work
hours. The PM is nominated by the Executive Secretariat based on geographic loca-
tion of the disaster, disaster type, sensors needed to provide data, and the potential
PMs that are available at the time of the disaster. Once appointed, the PM is re-
sponsible for coordinating the flow of imagery from the member agencies to the end
user or value-added providers, reviewing requirements with the end user to ensure
the appropriate collections are scheduled, and ensuring that the end user receives
the data and/or products required to assist in the response operations. The following
timelines are normally followed: in order for an activation to be accepted, a Charter
activation request should be received within 10 days following the disaster event.
The data acquisition planning is carried out for 15 days following the date of acti-
vation. The data/product deliveries are completed within 30 days of the activation
date, when the activation is deemed closed. The PM submits a written report with
user feedback to the Executive Secretariat within 45 days of the activation date.

In response to major disasters, the Charter has been activated 431 times between
November 2000 and August 2014. The following chart shows the types of events by
year (Table 1).

As shown in the figure on next page (Fig. 3), since 2004, most disasters cov-
ered by the Charter were caused by flooding. The other two principal hazards are
storm/hurricanes and earthquakes. Activations for ice/snow hazards, technological
hazards (e.g. oil spills, other) landslides and volcanic eruptions were relatively rare
(around 18 % in total).
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Fig. 3 2001–2013 Distribution of activations by hazard type

3 Activation Results

There are many factors that can affect the timeliness of data and product delivery,
which in turn can affect the usefulness of the products in the actual response effort. For
example, in September 2002, heavy rains caused flooding over the Gard department
in the southeast of France. The water levels of the Gard, Gardon, and Vidourles
Rivers rose quickly and the area was flooded. The Charter was activated the next
day. On the day the Charter was activated, the SPOT 4 satellite was re-tasked to
collect information on the flood event. The image was captured and the first products
were made available within 38 h of the activation (Fig. 3). The re-tasking of the
satellite and image interpretation and map production by the French value-added
provider SERTIT were all very timely. However, the map product could not be fully
utilized because the end user staff was unfamiliar with the satellite image-based map
including the annotations, scale, projection, colour scheme, etc. (Fig. 4).

On December 26, 2004, an earthquake and resulting tsunami of great magnitude
hit the countries bordering the Indian Ocean. The following day, the Charter was
activated by the United Nations Institute of Training and Research’s Operational
Satellite Applications Programme (UNOSAT), on behalf of the UN Office for the
Coordination of Humanitarian Affairs (OCHA) and World Food Programme (WFP).
The first information products were generated the same day and included base maps
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Fig. 4 Map showing the Gard river flooding in September 2002

made from Landsat 7 imagery and population maps. Same-day images of the tsunami
showed the devastation that had been caused by the disaster (Fig. 5). Satellite col-
lections that occur on the actual day of an unanticipated event, such as the Indian
Ocean earthquake and tsunami, are generally a matter of luck rather than planning
as it can often take at least several hours or days to task a satellite and have it in the
proper orbit cycle for a collection.

On May 2, 2008, authorities evacuated hundreds of people from villages in south-
ern Chile after a snowcapped volcano, considered dormant for thousands of years,
erupted. The blast sent minor earthquakes rippling through the region. Ash from
the eruption polluted water supplies and contaminated the air, prompting officials
to hand out protective masks. Winds also carried ash over the Andes Mountains to
neighboring Argentina. Based on a request from Chilean authorities, the Charter was
activated on May 2 by the Argentinean AU.

To help track the dynamic geographic coverage of the ash, the Charter contributed
several animated files produced from GOES-10 (NOAA) images, which are acquired
every 15 min. The period of time covered by each resulting animation ranged from
6 to 12 h. There was a high demand for these animations, which were requested by
sanitary teams in the field, as well as by the Civil Protection agencies in Argentina
and Chile.

Following images are two snapshots taken randomly from one of the videos
(Fig. 6). These images demonstrate the usefulness of real-time satellite data
acquisitions.
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Fig. 5 Map showing pre- and post-event imagery of Trinkat Island, India. The post-event imagery
was collected the day the tsunami struck. The image is rotated so north is up. (Copyright NRSC
(2004))

Hurricane Gustav made landfall in the State of Louisiana on September 1, 2008,
and the Charter was activated the next day. Even though participating space agencies
anticipated the storm’s landfall and the Charter was activated in a timely fashion,
the first planned collections were biased towards the city of New Orleans, which
in previous years had experienced severe storm-related flooding, rather than toward
the inland areas that suffered the greatest impact due to high winds. The impact of
the hurricane damaged the infrastructure and produced sustained electrical outages,
which impeded communications between the PM and the end user about requirements
and products, and delivery of products to responders in the field. Because satellite
tasking cannot be instantaneous, there were also missed opportunities for collections
of the inland impact area that could have been very useful. This example demonstrates
that even with timely activation of the Charter, changing circumstances can affect
the timeliness of acquisitions and delivery.

In July 2007, the Charter was activated for Hurricane Daman, predicted to make
landfall onVanua Levu, the second largest island of Fiji with a population of 130,000.
Shortly before reaching the island, the storm shifted eastward and made a direct hit on
the small island of Cikobia with 67 inhabitants. Although the Charter area of interest
initially was the island of Vanua Levu, it had to be modified after the activation had
started, to include the island of Cikobia. By the time the PM was nominated over the
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Fig. 6 The ash can be
identified on the lower part of
each image as a magenta
irregular shape, departing
from a red circle that
identifies the geographical
position of the Chaitén
Volcano. The images are
rotated so north is up. (Image
data courtesy of NOAA)

weekend, a scene had been captured and delivered, but the data were not used as the
location of impact had changed and there was minimal damage to the island where
the hurricane landfall actually occurred. This example also illustrates how changing
circumstances can affect the results of satellite planning and tasking.

4 Conclusions

The applications of remotely sensed imagery for emergency response have varying
degrees of success, dependent upon conditions that may or may not be within the
control of the space agency responsible for satellite operations and observations. Suc-
cess can depend on satellite location, amount of time needed to program a satellite,
daily work schedules of personnel involved in the tasking process, and the amount
of warning before an event occurs. The conditions may either allow for capturing an
event at its peak, or can force a wait of several days before the images are available.
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The Charter is addressing some new challenges as more user based communities
become aware of the Charter and the services it offers. Many organizations outside of
the immediate response community are beginning to look to the Charter for supplying
their pre and post event imagery needs. The licensing restrictions that are in place
for much of the data do not allow for easy, unrestricted data and product sharing.
These requirements are being reviewed and addressed by each agency in regards to
its own data distribution policy.

The Charter is also becoming more involved with other disaster response initiatives
and programs. There is an increased need for improved communications in regards to
support being provided for events, as more initiatives begin to provide products and
services for disaster response. As an example, the Charter has a formal agreement
with SentinalAsia that allows theAsia Disater Reduction Center to elevate its disaster
response support calls to the Charter when more resources are needed for a successful
response.

In conclusion, the Charter actively monitors its role in the response community
and works to model an evolution process that will keep pace with the changing
requirements and user base involved in disaster response.

Acknowledgments The authors would like to thank all member agencies of the International
Charter ‘Space and Major Disasters’ for their contributions to the Charter and allowing access to
the Charter materials used in this publication. Special thanks go to Amy McGuire, Satellite Data
Services Specialist, Canadian Space Agency, for her assistance in providing edits and illustrations.

References

Bessis J-L, Bequignon J, Mahmood A (2003) The international charter ‘Space and Major Disasters’
initiative. Acta Astronaut 54:183–190

Brunner D, Lemoine G, Thoorens F-X, Bruzzone L (2009) Distributed geospatial data processing
functionality to support collaborative and rapid emergency response. IEEE J Sel Top Appl Earth
Obs Remote Sens 2(1):33–45

Gitas I (2008) Contribution of remote sensing to disaster management activities: a case study of the
large fires in the Peloponnese, Greece. Int J Remote Sens 29(6):1847–1853

Joyce K, Belliss SE, Samsonov SV, McNeill SJ, Glassey PJ (2009) A review of the status of satellite
remote sensing and image processing techniques for mapping natural hazards and disasters.
Prog Phys Geogr 33(2):183–207

Mahmood A, Shokr M (2008) Space measurements for disaster response: the international charter.
In: Gad-el-Hak M (ed) Large-Scale disasters prediction, control and mitigation. Cambridge
University Press, New York, pp 453–541

diane.k.davies@nasa.gov



The Federal Oil Spill Team for Emergency
Response Remote Sensing, FOSTERRS:
Enabling Remote Sensing Technology for
Marine Disaster Response
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Abstract

Oil spills cause significant to devastating ecological, economic, and societal dam-
age, requiring years to decades for recovery. In cases of floods such as those
associated with Hurricane Katrina, both oil and marine debris can enter the ocean,
with debris posing its own hazards and ecological damage. In other cases, mas-
sive debris introduction can occur from natural causes such as the great Japanese
tsunami in 2011.

These disasters demand the best available technology for response, damage
mitigation, and remediation efforts. Disaster response remote sensing can play
an important role by greatly leveraging available resources and assets and in
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mitigating consequences, as demonstrated during the Deepwater Horizon (DWH)
oil spill in the Gulf of Mexico. The extent and persistence of DWH overwhelmed
traditional airborne observers, ability to monitor the spill’s development, with
rapid response remote sensing filling critical response needs such as providing
synoptic information on the spill. Still, incorporation of many remote sensing
technologies faced significant challenges during the oil spill response.

To facilitate the sharing of remote sensing capabilities and to discuss improve-
ments in disaster response, the Federal Oil Spill Team for Emergency Response
Remote Sensing (FOSTERRS) interagency working group was created. Specif-
ically FOSTERRS seeks to connect agency information on airborne and space
borne asset’s availability, limitations, capabilities and performance, and ancillary
data needs to stake holders and responders. FOSTERRS comprises members from
agencies with remote sensing assets and key end users, while outreaching to the
larger community involved in marine disaster response and the development and
implementation of remote sensing best practices.

Keywords

FOSTERRS · Oil spill response · Deepwater horizon

1 Introduction

1.1 Disaster Remote Sensing

There are a wide range of natural and anthropogenic disasters that have the potential
to cause ecological, economic, health, and societal damage. Some natural disasters
in which remote sensing is indispensible includes earthquakes tsunamis, tropical
cyclones, severe weather, and wildfires. For a range of reasons, the most common
anthropogenic disasters are related to oil; however, marine debris and industrial ac-
cidents can create significant problems. Recovering from these disasters can require
years, decades, or longer. Responding to these disasters demands the best available
technology for response, damage mitigation, and remediation efforts. When the scale
of an unfolding disaster expands beyond the limits of human vision, remote sensing
plays an increasingly important role.

Ongoing technological developments in remote sensing open new approaches
and capabilities to responders. Critical challenges to new remote sensing technology
acceptance for operational use lie in the responders’ ability to use the output of the
technology easily, quickly, and with confidence. These challenges require the rapid
tasking of appropriate assets, delivery of useful data products in a timely manner
to responders, and demonstration and validation of the data products. Note, useful
product in an operational environment requires matching end-user needs so that spe-
cialized training for interpretation is not needed and preferably not using specialized
software. In this regard, emergency response remote sensing is very different from
academic remote sensing where time is not the driving constraint. In contrast, rapid

diane.k.davies@nasa.gov



The Federal Oil Spill Team for Emergency Response Remote Sensing, FOSTERRS 93

response remote sensing must emphasize speed and ncessarily, accuracy while oper-
ating under the pressure cooker like situation that arises in the intense political media
environment of a major disaster (Albaigés et al. 2006; Leifer et al. 2012). Unsur-
prisingly, marine disasters are more complex than terrestrial disasters due to the sea
surface being a mobile interface with characteristics determined by ever-changing
winds, waves, and currents. Further challenges arise from working at sea. When
the disaster involves oil, additional complexities arise from its evolving physical
and chemical properties—termed weathering—as it is advected on the ocean air-sea
interface—affecting momentum and mass transfer between these two fluid bodies.

Remote sensing has tantalizing potential to improve greatly oil spill identification
and mitigation (Fingas and Brown 1997). Remote sensing can survey areas that are
vast and inaccessible and provide repeatable standardized data for interpretation,
including automated space-based detection of spills that have not yet been reported.
These benefits have justified resources for oil spill response remote sensing span-
ning more than half a century. Nearly two decades ago, Fingas and Brown (1997)
concluded that its utility was limited and its potential was only partially tapped. Re-
viewing remote sensing during the Deepwater Horizon oil spill, Leifer et al. (2012)
found this remains true today. In part this is because remote sensing can suffer from
false positives and false negatives (Leifer et al. 2012). As a result, the automatic
detection algorithms that have been developed, primarily for Synthetic Aperture
Radar (SAR) data, suffer significant false positives unless multiple ancillary data are
incorporated into the analysis (Espedal 1999).

1.2 Deepwater Horizon Oil Spill and Remote Sensing

The Deepwater Horizon oil spill was the largest accidental spill in modern history,
releasing an estimated upper limit of 1.3 × 109L oil and gas-oil equivalent (Joye
et al. 2011). In addition, it also was exceptional in several other aspects, including
its duration on the order of 100 days, release depth of 1300 m (Lehr et al. 2010), and
maximum extent of tens of thousands of square kilometers (Fig. 1). Specifically, a
typical oil spills release fresh oil for a few days, after which the spilled oil ages—
termed weathering, changing chemically and physically under the influence of winds,
currents, waves, and sunlight (Reed et al. 1999). Given the time constraints of the
duration of a typical oil spill, particularly those sensitive to unweathered oil, there are
enormous challenges to mobilization in a sufficiently timely manner to demonstrate
new remote sensing technologies. These challenges are logistical (including securing
funding), bureaucratic (permission to operate in the area), and technical In fact, the
magnitude of these hurdles is a strong disincentive to trying. Thus, the persistence
of emissions during the Deepwater Horizon oil spill provided ample mobilization
time, enabling the application, demonstration, and development of a range of disaster
remote sensing technologies.

Satellite assets are immediately available upon activation of the International
Charter on Space and Major Disasters’ (“Charter”) Agreement, which requires all
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20 km
cloud

oil 

Fig. 1 MODIS Aqua image 11 June 2010, Gulf of Mexico (modis-today 2010). Most oil spills
never cover such an extensive area, but remote sensing can be of critical benefit to both small and
large oil spills. Size scale on figure.

participating countries and organizations to make available their space assets during
events such as major oil spills (www.disasterscharter.org 2000). Through the Charter
as well as open satellite instruments, extensive multispectral, high spatial resolution
monochrome and moderate spectral-resolution, multispectral visible, thermal in-
frared SAR, and LIDAR (Light Detection and Ranging), data were available during
oil spills (Leifer et al., 2012). However, the Charter is geared towards shorter events.
Thus in the case of the Deepwater Horizon oil spill, the flow of new imagery was
reduced after about 60 days (Bill Pichel, NOAA, Personal Communication 2014).
Furthermore, in some cases, only lower-quality or lower-precision (i.e., 8-bit ver-
sus 16-bit) versions of higher quality, native products were available. Low quality
satellite data can challenge analysis algorithms, reducing accuracy. As a result, mod-
ification of the Charter should be considered so that in the event of long-lived oil
spills, agreements are in place to assure continued access to satellite data products.
Furthermore Charter modifications should be considered that require providing the
highest quality data.

Beyond space-based remote sensing data, airborne surface data can play an impor-
tant role and have several advantages. Shortwave infrared hyperspectral and thermal
infrared hyperspectral airborne data were collected during the Deepwater Horizon
Oil Spill with the AVIRIS (Airborne Visual InfraRed Imaging Spectrometer) and
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SEBASS (Spatially Enhanced Broadband Array Spectrograph) instruments, respec-
tively, by the Jet Propulsion Laboratory, and Aerospace Corporation, respectively.
Multispectral imagers, lidar, and SAR collected additional airborne data (Leifer et al.
2012). Several of these data were provided to the joint incident command during the
spill.

Despite the wide diversity of remote sensing data that was collected during the
Deepwater Horizon oil spill, only a subset was actually used operationally. As a
result, the primary remote sensing lesson from the Deepwater Horizon spill, is that
acceptance of new technology (i.e., incorporation into operational use, even in the
presence of urgent needs—e.g., Fig. 1)– faces hurdles that range from challenging to
impossible to surpass during an emergency (Bill Lehr, NOAA ORR, Personal Com-
munication 2014). In fact, the appropriate time for incorporation of new technologies
into response activities is during the interim calm period between major oil spills
(Leifer et al. 2012). Another important consideration is that during the Deepwater
Horizon oil spill, many remote sensing assets were tasked and the resultant data con-
tributed significantly to the response; however, only a few agencies (e.g., NOAA) are
mandated (and have budgets) for disaster response remote sensing. This can render
contributions from some agencies difficult to maintain for long. Addressing this issue
by developing a formal mechanism for wider, but manageable, participation would
be beneficial.

In response, the Federal Oil Spill Team for Emergency Response Remote Sensing
(FOSTERRS) interagency working group was created to facilitate collaboration and
exchange of information on marine emergency response remote sensing. Ultimately,
the goal of FOSTERRS is to improve the quality of disaster response information
for stakeholders, leading to improved mitigation of the impacts of marine disasters.

1.3 Oil Spill Response Needs and Remote Sensing

The first information on an oil spill’s location and extent typically arrives from a few,
often-conflicting observations, commonly from airborne observers. These observa-
tions can suffer from confusion, in part, because first observations are frequently
obtained from untrained individuals, although remote sensing is increasingly pro-
viding initial information. Importantly, both can yield false negatives and positives
(Fingas and Brown 1997). Airborne observations are critical because of the overview
perspective they have, whereas a nearby oil slick can be hidden from boat observers
behind waves. Still, from the air, although many natural patterns mimic oil slicks
(Leifer et al. 2012), airborne observers can cover far larger areas in a search.

These incoming data of uncertain quality can “obscure” from the responders the
oil spill’s true location and size (HAZMAT 1996); however, initial response decisions
and resource allocation must be made based on the information that is available at
the time.

Oil spill response remote sensing, and indeed general disaster remote sensing,
must address a number of key questions in a timely manner, complementing the tradi-
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tional “remote sensing” by “experienced eyes” on an airplane; however, experienced
observers can require time to arrive at the potential spill location due to logistical con-
siderations. Currently, experienced airborne observers are the preferred approach,
where spatial patterns and appearance of oil slicks provide the information critical
to identify false positives and thick oil. However, logistics and a shortage of trained
personnel have strongly motivated the development of remote sensing approaches,
both active and passive. Most passive approaches use reflected solar radiation or
thermal emissions; active approaches use radar (SAR) or laser (lidar). Radar is all-
weather, 24/7 technology, but requires winds to be in a range. Passive thermal and
active laser can collect data underneath cloudy skies (for airplanes), while passive
visible requires clear sunny skies (Leifer et al. 2012).

1.4 Oil Spill Remote Sensing Acceptance

First and foremost, for remote sensing to be used for oil spill response it must provide
detection with few false positives for acceptance—mobilizing aircraft and observers
is expensive, and false alarms are well known to contribute to complacency. In ad-
dition, remote sensing should enable an estimate of the spill’s magnitude so that
the appropriate level of response assets can be tasked, preferably to more highly
impacted areas or more ecologically sensitive areas. An example of this could in-
volve discriminating thick from thin oil, to allocate resources to areas with thicker
oil (Svejkovsky et al. 2012). Furthermore, remote sensing can address a number of
other oil spill disaster response aspects from monitoring/ guiding mitigation strate-
gies to ecosystem mapping to better triage response options. Even though remote
sensing may be the only approach available to provide critical response information,
it generally has not been incorporated into oil spill response for reasons discussed
below. This reflects the reality that there are significant hurdles to acceptance above
and beyond the technological readiness scale, discussed below in Sect. 3, and the
more comprehensive operational readiness scale (Sauser et al. 2006).

Specifically, a new oil spill response technology must provide greater reliability
than existing approaches, or lower the risk of failing to contribute to the efficacy of
the oil spill response, again compared to existing and accepted approaches. Thus,
technology acceptance requires a combination of demonstration, need, motivation,
and clearly achievable goals. In addition, for remote sensing to be considered by
responders, they must know about the existence and utility of remote sensing data
products, and how to access them in a timely manner.

1.5 Deepwater HorizonWakeup Call

Many applications of a wide range of remote sensing technologies have been demon-
strated for oil spills over the years (Leifer et al. 2012). As noted, the greatest need
is to identify thick oil to allocate resources best. These oil spill remote sensing ap-
proaches (passive and active) can discriminate to some extent between greater (thick)
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and lesser (thin) oil sheens, albeit with differing confidence and a different under-
standing of what thick oil and thin oil means from a sensor and from an algorithm
point-of-view. In contrast, from a responder point of view, thick oil has a practical
definition—oil that is actionable, i.e., thick enough for effective use of mitigation
strategies like oil booms and skimmers.

Currently, only hyperspectral imaging spectroscopy has demonstrated a quantita-
tive capability to map oil volume by using unique diagnostic spectral features. These
spectral features are diagnostic because only hydrocarbons exhibit these spectral
features (Clark et al. 2010; Leifer et al. 2012). The use of hyperspectral imaging
spectroscopy was developed during the Deepwater Horizon oil spill using data from
AVIRIS (Airborne Visual Infrared Imaging Spectrometer). Deployment of AVIRIS
is an example of development of a new remote sensing technology that was devel-
oped and demonstrated during the Deepwater Horizon oil spill (Clark et al. 2010;
Leifer et al. 2012). Previously, there were indications that AVIRIS could remote
sense oil in data collected during Hurricane Katrina (Greg Swayze, USGS, Personal
Communication 2014), and in efforts to remote sensing methane (similar spectral
features) for the Coal Oil Point seep field, offshore California where oil slicks are
prevalent (Bradley et al. 2011). AVIRIS mobilization occurred exceedingly rapidly
compared to normal missions that take months of planning, collecting its first data
on May 6, approximately two weeks after the spill. AVIRIS flights then continued
for an additional three weeks before critical maintenance required ending the first
deployment, collecting more data in this period than in a normal year (Leifer et al.
2012). Unlike Deepwater Horizon, most oil spills release their oil in a few days, e.g.,
the Exxon Valdez, and after a few weeks, the remaining oil is heavily weathered
(ASCE 1996)—chemically altered—without the key spectral features.

Other approaches, such as SAR long have been recognized as well-suited to
identifying oil on water (Estes and Senger 1971–1973), with airborne SAR able to
volumetrically analyze thick oil (Minchew et al. 2011) and current satellite SAR
able to identify areas of thick oil (Garcia-Pineda et al. 2013). However, to reduce
or eliminate false positives from analysis of SAR data, ancillary information often
is needed (Espedal 1999; Fiscella et al. 2013). Fortunately, such ancillary informa-
tion generally is available from other satellite data, ocean monitoring networks, or
airborne and surface observers. For many years, SAR has been a part of advanced
warning systems for oil spills integrated into the decision process for tasking air-
planes and other survey assets to evaluate the need for a response (Topouzelis et al.
2007). During the Deepwater Horizon oil spill, satellite imagery from both SAR
and MODIS (MODerate resolution Imaging SpectroRadiometer) played a key role
in defining the extent of the oil spill (Leifer et al. 2012). MODIS is on the NASA
Aqua and Terra satellites and has a daily revisit time with complete global mapping
at 250-m resolution. Because, MODIS requires clear skies and clouds are common
in the Gulf of Mexico, satellite SAR from a range of platforms provided important
data.

There also are diagnostic thermal infrared (TIR) spectral features related to
petroleum hydrocarbons (Byfield 1998). The only published example of the use
of TIR spectral features for operational oil spill monitoring is by the EPA ASPECT
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system (Shen and Lewis 2011). Instead, TIR remote sensing of oil has focused on
sea surface temperature anomalies associated with thick oil (Salisbury et al. 1993);
however, there are other causes of sea surface temperature anomalies that can result
in false positives or negatives for oil slick detection (Leifer et al. 2012). Large thermal
anomalies from thick oil are detectable by space-based (Tseng and Chiu 1994) and
airborne sensors (Svejkovsky et al. 2012). The limitation of these systems to detect
thick oil (thicker than 50–150 μm) was shown to relate to sensitivity; a sufficiently
sensitive system showed TIR remote sensing of extremely thin oil slicks, to 1 μm
(Grierson 1998). Airborne TIR remote sensing of oil by thermal anomaly detection
has been used operationally to identify thick oil (Svejkovsky et al. 2012).

A novel remote sensing technology was demonstrated during the Deepwater Hori-
zon oil spill using airborne and spaceborne lidar to observe submerged oil (Leifer
et al. 2012); however, not on an operational basis. Further development of lidar oil
spill remote sensing is needed to bring this capability into future oil spill response. In
fact, although many remote sensing approaches were applied during the Deepwater
Horizon oil spill, only some were used in an operational response mode (Leifer et al.
2012). For example, MODIS data were very useful for defining the spill extent when
skies were clear and for sunglint viewing conditions, while satellite SAR provided
important coverage when skies were cloudy.

Further development of these and other remote sensing technologies will continue
to improve the quality of data products and provide more quantitative information
on thickness to support future oil spill response. There also are operational im-
provements whose further development will improve the utility of remote sensing
technologies. Specifically, new systems can incorporate realtime (or at least “time
sensitive”) data analysis routines for processing during flight on manned or unmanned
aircraft. Realtime data analysis can enable adaptive surveying. For example, AVIRIS
Next Generation has a realtime data analysis capability that has been demonstrated
for methane detection and could be modified for thick oil detection (Rob Green, Per-
sonal Communication, Jet Propulsion Laboratory 2014). Incorporation of unmanned
aircraft (UAV) into future oil spill response could have benefits. UAV have longer
dwell times than manned aircraft and can operate under poorer weather; however,
there are concerns about multiple aircraft operations involving UAVs.

1.6 Marine Debris Remote Sensing

Marine debris is a large-scale problem threatening safe ship navigation, commer-
cial and recreational fisheries, marine species, coastal habitat and other important
ecosystems, as well as coastal economies. However, the scale of marine debris often
precludes it being addressed effectively solely by ship and aircraft reconnaissance;
yet operational response organizations lack the satellite-derived information and re-
sources to mitigate this threat. Marine debris as a remote sensing issue ranges in
complexity from large, dense debris fields (e.g., immediately following a tsunami)
to ghost nets (lost fishing nets drifting in the ocean. Ghost nets entangle thousands of
marine animals and debris). Post-tsunami or post-hurricane debris fields are easily
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Fig. 2 Marine debris from the Tohoku Tsunami, offshore Japan. 15-m resolution image from the
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) on the Terra satellite
from 14 March 2011 at 0119Z. Size scale on figure

detectable in satellite moderate resolution multispectral data, like ASTER (Fig. 2),
or in SAR imagery, and can be used operationally. In contrast, ghost nets, which
float near or even below the sea surface, will require the development of more so-
phisticated remote sensing techniques before they can be operationally addressed
effectively.

2 FOSTERRSMission and Team

Given the potential of remote sensing, there is a need to streamline remote sensing
applications and data products between agencies maintaining assets and end users
for marine disaster response. FOSTERRS is an interagency working group that was
formed by the various elements of the disaster research and response community to
facilitate an informed discussion to match oil spill response needs and remote sensing
capabilities (See Fig. 3) by providing a readily accessible and informal forum for
these discussions.
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Agency

Spill Responders

Space

USGS

NOAA

NASA

NRL 

NSF Other

FOSTERRS

Academia  

ConsorƟa 

Agency

Industry

Airborne  InternaƟonal
CharterAssets

Research

End User

Policy Makers

Public 

key

Fig. 3 FOSTERRS flowchart showing interactions and communication pathways between stake-
holders

Specifically, FOSTERRS seeks to provide information on airborne and space-
borne asset availability, limitations, capabilities, and performance, to oil spill
responders and other stakeholders.

To assimilate future remote sensing technologies into oil spill and other marine
disaster response, the remote sensing information needs processing (manual, au-
tomated, or man-machine mix) and review with constant updating to aid decision
making. Data products, including meta-data information, must be provided in a
timely manner—i.e., before decisions must be made. In addition, data products need
to meet responder needs in terms of utility and accessibility. FOSTERRS will expand
interagency and academia dialogs through a range of communication approaches in-
cluding teleconferences, workshops, conference special sessions, website, white
papers, manuscripts, reports, etc.

Example FOSTERRS data products under development are shown in Table 1 and
2, listing space-based and airborne assets and their capabilities at the time of the
Deepwater Horizon Oil Spill; however, some instruments, like SCIAMACHY and
HICO, are no longer operational, while new assets have been and will be launched.
Space assets have the ability to observe globally without need for mobilization, but
may have long revisit times, limited coverage, poor to inadequate spatial resolution,
and may require cloud-free skies, which can be rare in some parts of the globe.
Deployment of satellite constellations, such as the Italian Space Agency’s Cosmo-
SkyMed (COnstellation of small Satellites for the Mediterranean basin Observation)
of four identical SAR satellites (Covello et al. 2010), addresses these kinds of de-
ficiencies. However, where logistics allow rapid deployment, airborne assets have
significant advantages of tasking (such as to avoid clouds) and dramatically higher
spatial resolutions.

diane.k.davies@nasa.gov
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The FOSTERRS mission is to facilitate interagency and inter-institutional com-
munication between agencies with remote sensing assets, responders, scientists,
and end users. One important aspect of the FOSTERRS mission entails identifying
critical technological needs and bottlenecks in technology acceptance.

The core FOSTERRS team incorporates representation for operations and science
for agencies with relevant instrumental and platform assets (NASA, NOAA, USGS,
NRL, NSF, contract laboratories) and key end-users (NOAA, USCG, etc.). FOS-
TERRS supports development of collaboration with a wide range of end-user agen-
cies, entities, and researchers including industry and academic experts, and eventu-
ally international partners through outreach efforts. Through these collaborations,
FOSTERRS facilitates interagency cooperation and communication between the
various groups involved in marine disaster response to enable remote sensing best use.

3 Discussion and Conclusion

Remote sensing has demonstrated enormous potential to improve oil spill response
in large magnitude spills, and as a triage tool for small spills, greatly leveraging
available resources and compensating for the paucity of trained personnel, or for
inaccessible oil spills. Moreover, while oil spill resources in the developing world
are far less than those in countries like the US; satellite remote sensing provides
global coverage, and oil spills can cross international boundaries.

As noted above, disasters of vast extent like the Japanese Tsunami and the Deep-
water Horizon oil spill overwhelmed response systems and provided opportunities
to demonstrate or field new remote sensing technologies. In contrast, typical, short
duration and small-scale disasters fail to provide such opportunities. To apply a new
and unproven technology to a typical spill-of-opportunity requires availability of
key personnel and equipment, mobilization funding and logistics, and access to the
disaster permitted by the incident command, whose priority is damage mitigation,
rather than testing new technologies of unclear merit and accuracy.

Given the potential of remote sensing, its acceptance has been slow. In part this
arises from the inherent conservatism of an oil spill response—tried and true ap-
proaches have less career risk. This is particularly true where a remote sensing
approach has known false positives and negatives, or is untested. The Deepwater
Horizon oil spill, by its magnitude and persistence, provided a unique opportunity to
test many remote sensing technologies that would face logistical, bureaucratic, and
technical hurdles requiring longer than a typical oil spill response lasts.

Technology adoption is distinct from the well-known technology readiness level
(Ramirez-Marquez and Sauser 2009), which describes the process of development
of a technology from inception of physical principles (TRL 1) through proven op-
erational success (TRL 9), see Fig. 4. In order to interpret remote sensing products,
an understanding of its limitations, signal to noise, and detection limits is necessary.
Such criteria are criteria identified at TRL 2 and demonstrated at TRL 5/6. During
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Actual system “flight proven” through successful
mission opera ons.

TRL1

TRL2

TRL3

TRL4

TRL5

TRL6

TRL7

TRL8

TRL9

Actual system completed and “flight qualified”
through test and demonstra on (ground or space)

System prototype demonstra on in the relevant
space or airborne environment

System/subsystem model or prototype
demonstra on in a relevant environment

Component and/or breadboard valida on in
relevant environment

Component and/or breadboard in the laboratory
environment

Analy cal and experimental cri cal func on
and / or characteris c proof-of-concept

Basic principles observed and reported  TRL1

TRL2

TRL3

TRL4

TRL5

TRL6

TRL7

TRL8

TRL9

Actual system demonstrated and validated for an
at sea oil spill

 

Prototype demonstra on and valida on at sea –
methods of valida on

Prototype demonstra on and valida on at sea
or in a sea simulator – methods of valida on

Component demonstra on in the field (on oil)

Component demonstra on in the laboratory
(on oil)

Proof of Concept of basic principlesin the
laboratory (on floa ng oil)

Formula on of applica on of basic principles in
the environment (for an oil spill)

Basic principles observed and theore cal basis
described (for applica on to oil on water)

Technology concept and/or applica on
formulated

Opera onal history demonstra ng applicability
for a wide rangeof condi ons and oil spills

Fig. 4 Left. Technological Readiness Level chart and definitions from NASA (2012). Right.
Proposed modification for oil spill technology

Deepwater Horizon, the response suffered from bandwidth limitations with individu-
als and institutions volunteering solutions at all levels of Technical Readiness Level.
Given the resources, ideas that were not operational (TRL 9) were not considered
seriously for incorporation into the response (Bill Lehr, NOAA, Pers. comm. 2014).
Moreover, evaluating ideas took time, a most precious resource. For example, the
BP Spill hotline for oil spill ideas from the public fielded about 60,000 calls in May
which yielded about 10,000 suggestions, of which 700 were selected for further
scrutiny; however, it is unclear if BP evaluated Technological Readiness Level in
considering these suggestions. Providing a pre-screening survey to allow potential
users to self evaluate the initial estimation of a technology’s TRL would clearly
be helpful to screening suggestions; a proposed modification of the Technological
Readiness Ladder for Oil Spill Remote Sensing is shown in Fig. 4.

Low-level remote sensing products are not useful for response, which requires
higher-level remote sensing products, such as thickness maps (Clark et al. 2010) or
detection maps, that have reduced or eliminated false positives and negatives. The in-
corporation of complementary ancillary data, such as winds, can greatly improve the
robustness of higher level remote sensing products (Espedal 1999). Thus, acceptance
requires additional steps beyond operational readiness.

There can be considerable reticence in adopting new technologies given that using
an un-approved technology has inherent risk for disaster response decision makers.
As a result, acceptance requires demonstration on real oil spills that a new technology
supports significantly better response decision making than accepted technologies in
the real world. There clearly is a catch-22 for new technology needing field-testing
to demonstrate utility and not being allowed for field-testing until said demonstration
is performed. Opportunities to break this conundrum are presented by oil-on-water
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exercises, such as conducted by NOFO, the Norwegian Clean Seas Association
(McClimans et al. 2013), in Norwegian waters annually, and natural seepage, like
the Coal Oil Point seep field, offshore California (Estes and Senger 1971–1973;
Leifer et al. 2006), which releases more than a hundred barrels of oil daily (Clester
et al. 1996). However, planned oil spills in US waters are politically very difficult
(AP 1996). Thus, disasters like the Deepwater Horizon Oil Spill present a rare
opportunity for collection of remote sensing data, which can help improve response
to future oil spills.

Demonstration during an oil spill, and even one or several publications can be
insufficient to gain acceptance—the threshold can be higher for new technology
acceptance. Moreover, as noted above, turnaround time for final data products is
key—oil in the marine environment is highly mobile, and information ages quickly.
This distinguishes it from academic remote sensing, where old data is still useful
data.

Fortunately, computational power continues to improve dramatically, allowing
new capabilities to be built into next generation technologies. For example, the
AVIRIS Next Generation instrument,AVIRIS NG has the potential to realtime map oil
thickness. This realtime mapping capability was tested successfully on methane spec-
tral features that have the same carbon-hydrogen stretch vibrations as oil during the
summer of 2014 (Rob Green, Jet Propulsion Laboratory, Personal Communication
2014).

Among the many critical aspects needed to increase acceptance of new remote
sensing technologies in disaster response, the most important is good communi-
cation between the various stakeholders. FOSTERRS mission is to improve these
communications.

Clearly the appropriate time to integrate (i.e., gain acceptance) new technologies
into disaster response is in the quiet interim between disasters, where acceptance
requires spill responders to be provided with a good understanding of the bene-
fits and limitations of new technologies, and under what conditions they can be
applied. Hence the primary goal of FOSTERRS is to foster effective information
exchange between the oil spill response community, agencies, researchers, and other
stakeholders.

Although airborne and spaceborne remote sensing possesses great potential to
improve marine disaster response, there are impediments to acceptance and inte-
gration of new technologies into response efforts. The best approach to facilitation
of new technologies is through better information flow between oil spill response
community, agencies, researchers, and other stakeholders. FOSTERRS, the Federal
Oil Spill Team for Emergency Response Remote Sensing, comprised of members
from NOAA, NASA, USGS, NRL, and academia was created to foster this critical
information flow.
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Abstract

NASA’s Land, Atmosphere Near real-time Capability for EOS (Earth Observing
System) (LANCE) provides global data and imagery from the Terra, Aqua and
Aura satellites in less than 3 h from satellite observation to meet the needs of
the near real-time (NRT) applications community. Science quality, or higher-
level “standard” products are made available within 8–40 h of observation but
application users, operational agencies, and even researchers often need data
much sooner than what routine science processing offers. This chapter describes
the architecture of LANCE and modifications made to achieve the nominal 3-h
latency requirement.
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1 Introduction

NASA developed the Land, Atmosphere Near real-time Capability for EOS (Earth
Observing System) (LANCE) in response to a growing need for timely satellite ob-
servations by applications users, operational agencies and researchers. Originally
intended for long-term Earth science research, EOS capabilities were modified to
deliver satellite data products with sufficient latencies, to meet the needs of near
real-time (NRT) user communities. Latency is defined as the time from satellite ob-
servation to product delivery. All aspects, from geo-location (attitude and ephemeris)
data to ground systems and in some cases, science algorithms, had to be modified
to reach the 3 h latency requirement. This chapter describes how systems originally
designed for long-term science research evolved into capabilities that can be used
for NRT applications, such as those described in Chap. 11. Lessons learned from the
development of LANCE are also conveyed.

2 Background

The first request for NRT products from the MODerate resolution Imaging Spectro-
radiometer (MODIS) instrument on the Terra satellite dates back to 2000 when the
US Forest Service (USFS) requested MODIS fire detections within hours of acqui-
sition, instead of the expected 7 day latency, to help manage wildland fires on the
Idaho-Montana border. A team comprised of USFS, University of Maryland (UMD)
and NASA Goddard Space Flight Center (GSFC) scientists assembled a series of
customized images that demonstrated the significant contribution NRT MODIS im-
agery and data could make to wildfire suppression and emergency rehabilitation.
The following April, the same team initiated the Rapid Response project, providing
fire detection data and imagery from MODIS in NRT to the USFS Remote Sensing
Applications Center in Salt Lake City, UT [http://www.fs.fed.us/eng/rsac/] and the
National Interagency Fire Center in Boise, ID [http://www.nifc.gov] (Sohlberg et al.
2001; Quayle et al. 2004; Justice et al. 2002).

The Rapid Response System was built on experience gained with the MODIS
Land 250 m Production System (Justice et al. 2000). Expedited data were received
from the EOS Data and Operations System (EDOS) feed to the National Oceanic and
Atmospheric Administration’s (NOAA) NRT system. Initially, the imagery provided
was in a swath-based, non-geo-referenced format for North America. By 2007, the
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Rapid Response System was producing global swath-based imagery and data from
the MODIS instruments on Aqua and Terra. Some of the most valuable products cre-
ated included imagery based on the MODIS Corrected Reflectance algorithm, which
provides ‘true color’ (i.e. natural-looking) images by removing gross atmospheric ef-
fects, such as Rayleigh scattering, from MODIS bands 1 through 7. Quasi-true-color
images from bands 1-4-3 (as Red, Green, Blue), as well as false color band com-
bination images were generated. Additional products included an expedited daily
Normalized Difference Vegetation Index (NDVI) without cloud removal, expedited
Land Surface Temperature (Pinheiro et al. 2007), and MODIS Band 31 (11 μm)
brightness temperature.

As the Rapid Response image and information provision capability became more
visible, news organizations, such as ABC, CBS, NBC, CNN, BBC, Washington
Post and the New York Times, began requesting custom geo-referenced images for
large newsworthy events. Users quickly realized that the imagery and data products
produced by Rapid Response could be used for other tasks that required low latency
products, including imagery for monitoring air quality, floods, dust storms, snow
cover, agriculture, and for public education and outreach.

As the original system aged and the demand and expectations for NRT data in-
creased, the NASA Earth Science Division (ESD) implemented an NRT capability
that was closely aligned with the science-processing systems. NASA ESD sponsored
the development of LANCE in 2009. The goal of LANCE was to provide a central
point of access to high quality NRT data products imagery and data products for
land and atmosphere studies (Michael et al. 2010). NRT algorithms used to produce
LANCE products would keep in step with equivalent science algorithms and new
data services would be offered. The system also needed to become more robust.

Originally, LANCE provided products from MODIS, Advanced Microwave
Scanning Radiometer-EOS (AMSR-E), Atmospheric Infrared Sounder (AIRS), Mi-
crowave Limb Sounder (MLS) and Ozone Monitoring Instrument (OMI) instruments
(see Box 1). In 2011, the AMSR-E instrument on the Aqua satellite malfunctioned
and data provision was discontinued. Today, LANCE provides over 70 image and
derived data products from the remaining instruments. On an average day, over 2 TB
of NRT products (data and imagery) are downloaded. The demand for these prod-
ucts comes from applications users, operational agencies and scientists to support
NRT research and applications in weather prediction, monitoring of natural hazards,
agriculture, air quality, disaster relief and homeland security.

3 LANCE Architecture

The latency requirement for Level 2 products from LANCE is 180 min from in-
strument observation to product availability for users to download. Three hours was
considered the minimum requirement to meet the needs of most of the NRT research
and applications that were presented at the first LANCE User Working Group in
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Fig. 1 The LANCE Architecture from Data Acquisition to Processing and Distribution

November 2010 (LANCE 2010). These applications included monitoring floods,
crops, volcanic clouds, fires and burned areas and some weather applications, where
direct broadcast data were not available.

To achieve the latency requirements, many components of the EOS satellite oper-
ations, ground and science processing systems had to be made more efficient without
compromising the quality of science data processing. For LANCE, this was achieved
by creating a dual processing stream that leveraged components originally developed
for science data processing and augmented them with features that allowed for more
efficient processing within NASA’s Earth Observing System Data and Information
System (EOSDIS). The main components of EOSDIS are: the EOS spacecraft and
instruments; the ground systems, which are comprised of flight operations, data
capture and Level 0 processing; and the science data segment that is responsible
for producing near real-time data end user products. Figure 1 shows a simplified
overview of the dataflow from satellite to users.

3.1 EOS Spacecraft and Instruments

At the time of writing all LANCE data originate from the Terra, Aqua, and Aura
spacecraft. Box 1 provides a brief overview of the instruments.
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Box 1. LANCE Instruments
AIRS (Atmospheric Infrared Sounder) was launched on Aqua in 2002. It is
designed to support improved weather forecasting and climate research. It uses
infrared sensing technology to create 3-dimensional maps of air and surface
temperature, water vapor, and cloud properties.

AMSR-E (Advanced Microwave Scanning Radiometer-EOS) is a Japanese
(JAXA) instrument launched on Aqua in 2002. LANCE provided AMSR-E
data until the instrument failed in October 2011. It measured cloud properties,
sea surface temperature, near-surface wind speed, radiative energy flux, surface
water, ice and snow. JAXA began acquiring observations from AMSR2 in July
2012. LANCE plans to start releasing NRT products created from AMSR2
data in 2015.

MLS (Microwave Limb Sounder) was launched on Aura in 2004. It makes
measurements of atmospheric composition, temperature, humidity and cloud
ice that are needed to track the stability of the stratospheric ozone layer,
help improve predictions of climate change and variability, and help improve
understanding of global air quality.

MODIS (MODerate Resolution Imaging Spectroradiometer) was launched
on Terra in 2000 and a second MODIS instrument was launched on Aqua
in 2002. MODIS measures cloud properties and radiative energy flux, also
aerosol properties; land cover and land use change, fires and volcanoes.

OMI (Ozone Monitoring Instrument) is a Dutch instrument launched on
Aura in 2004. It measures various atmospheric constituents including ozone
(column and profile), aerosols, clouds, surface ultraviolet (UV) irradiance,
and a number of other trace gases. The Royal Dutch Meteorological Institute
(KNMI) and NASA developed an NRT capability for the processing system
that was integrated into LANCE.

3.2 EOSDIS Ground Systems

Once a satellite is launched, significant latency improvements can usually only be
made at the ground system level, from data capture to the generation of products at
distribution sites. Latency can best be minimized by downloading data transmitted
directly from the satellite to the ground, however this limits geographic coverage.
Direct Broadcast (DB) data can be downloaded by anyone with ground receiving
equipment in direct line of sight to the satellite. Using DB, the wait-time associated
with EOS ground station contacts is eliminated, thereby significantly reducing la-
tency for these datasets (Huang et al. 2004; Urbanski et al. 2009). However, for global
coverage, a different approach is required. This section describes the modifications
made to the EOSDIS ground system to reduce latency for global NRT products.

diane.k.davies@nasa.gov



118 K. J. Murphy et al.

Fig. 2 The breakdown of latency from Aqua data acquisition to Level 0 users (including science
teams and other expert users)

3.2.1 Data Capture
EDOS, under the management of the Earth Science Mission Operations (ESMO)
Project, is responsible for capture and initial processing of science and engineering
data from the EOS spacecraft. Data from Aqua and Aura instruments are downlinked
to Polar Ground Stations in Alaska and Norway, nominally once per orbit. Terra data
are downlinked to the White Sands complex in New Mexico, using Tracking and
Data Relay Satellite System (TDRSS). In order to expedite data acquisition from
Terra, ESMO added an additional TDRSS contact making two contacts per orbit.
Downlinks from Terra are therefore more frequent and latency is less than for Aqua
or Aura.

Once downlinked, satellite data are delivered as Rate Buffered Data (RBD) by
WideArea Network (WAN) high-rate lines to EDOS’s Level Zero Processing Facility
(LZPF) (Cordier et al. 2010). RBD contain data captured in a single spacecraft contact
session that is sorted, processed and delivered in an expedited manner. Figure 2 shows
the approximate breakdown of latency times from data acquisition. In 2011, EDOS
implemented three major latency enhancements focused on decreasing the time taken
to transfer data to the LZPF. These improvements resulted in a 51 % overall latency
improvement for Terra MODIS and a 24 % overall latency improvement for Aqua
MODIS.

At the LZPF, various Level 0 products are generated as agreed to by end users, and
distributed to the respective data and processing centers. EDOS produces contact/
session based data sets especially for LANCE NRT use; these are either RBD Sets
or Session-based Production Data Sets (S-PDS) (S-PDS is identical to RBD except
that it undergoes further processing to Level 0). The key difference between the
NRT Level 0 products and those for standard science processing are the data used
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to determine the precise location and tilt of the satellite. Standard products use
definitive geo-location (attitude and ephemeris) data provided daily, whereas NRT
products use predicted geo-location provided by the instrument’s Global Positioning
System (GPS) or an approximation of navigational data (depending on platform).
Terra has an on-board GPS, therefore captured data can be processed immediately
with its supplied predicted navigational data. However, Aqua and Aura do not have
an on-board GPS, so for immediate processing it requires spacecraft housekeeping
data and predicted ephemeris.

From LZPF, Level 0 data are distributed to the LANCE facilities for higher-level
product generation after which they are made available to users.

3.2.2 LANCE Facilities: Expediting Data Processing
Level 0 data are processed into higher-level products at designated Science
Investigator-led Processing Systems (SIPS). The LANCE science processing facili-
ties are co-located at the Goddard Earth Sciences Data and Information Services
Center (GES DISC), the OMI SIPS, the MODIS Adaptive Processing System
(MODAPS) and the NASA Jet Propulsion Laboratory (JPL) MLS SIPS. This ap-
proach leverages the existing instrument science processing expertise and minimizes
WAN transfer times.

The processes used by LANCE have been streamlined and adapted to work with
data (both RBD and/or S-PDS) from LZPF as soon as they are downlinked from
satellites or transmitted from ground stations, generally within 30 min to 2 h after
observation.

3.2.2.1 MODIS NRT Data Processing
The difference between MODIS geolocation when using definitive vs. predicted
attitude and ephemeris is routinely less than 100 m. However, there are situations,
particularly before and after spacecraft maneuvers and during space weather events,
when the difference can increase up to several kilometers. The recommendation from
EOSDIS is to reprocess data when the definitive attitude and ephemeris data become
available.

Routines used to derive Level 2 products, such as fire, snow, and sea ice prod-
ucts, do not make use of ancillary data and so their codes are identical to the ones
used in standard operations. Those Level 2 products that require ancillary data have
modified production rules to relax the requirements for ancillary data, thus reducing
processing times. In the case of MODIS, the production rules to generate the Cloud
Mask/Profiles and Level 2 Clouds were developed by the University of Wisconsin.
The production rules for Level 2 Aerosols were developed to meet NRT requirements
for NASA’s ARCTAS (Arctic Research of the Composition of the Troposphere from
Aircraft and Satellites) campaign. For Level 2 Land Surface Reflectance, the code
uses the NOAA Global Forecast System (GFS) ancillary product rather than the
Global Data Assimilation System (GDAS) data used in the standard processing ver-
sion (Vermote et al. 2002). Prior to initiating production, the near real-time Product
Generation Executive (PGE) codes were extensively science-tested and all products
were compared to the baseline products generated by the standard processing (Fig. 3).
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Fig. 3 In this side-by-side comparison of a standard and near-real time Land Surface Reflectance
granule over the Midwest there appears to be no difference between the products. However, under
close examination the near-real time view shows slightly more haze West of the Great Lakes

All PGE codes have been validated for use in LANCE MODIS by the Principal In-
vestigators and are considered suitable for NRT applications. This process is repeated
as new versions of the PGEs become available and are considered for inclusion in
LANCE.

3.2.2.2 AIRS NRT Data Processing
For AIRS Level 1B products, the NRT system does not wait more than 5 min for the
previous or subsequent granule data to be present before processing. This can cause
small differences in radiances of Level 1B products between the NRT and routine
processing, which uses calibration data from the previous and subsequent granules.
These differences generally happen whenAIRS leaves the range of a downlink station
(usually 17 times/day) and are most visible in the first or last few scans of the granule,
depending upon whether the previous or subsequent granule is missing. However, all
of the radiances in a granule can be affected to some extent. For AIRS Level 2, the
retrieval values of parameters in NRT products can differ from the routine products
because of small differences in assumed surface pressure and/or differences in the
radiances. Although it is rare, if the forecast surface pressure is not available when
the NRT data are produced, the NRT algorithm assumes a surface pressure based
on a digital elevation model rather than the more accurate forecast surface pressure.
Differences in the assumed surface pressure tend to be small (∼ 10 mbar) near the
equator but can become larger (∼ 70 mbar) during some synoptic weather events.
These pressure differences can also lead to differences in the retrieved temperature
and water vapor (Hearty et al. 2010). To meet the latency requirement of NRT data,
retrievals of ice cloud properties are not included in theAIRS Level 2 NRT processing
and subsequently products requiring these retrievals are not available in NRT. This
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does not represent a loss of critical information for NRT data applications because
the ice cloud properties are considered more climate-related information.

3.2.2.3 MLS NRT Data Processing
In the case of MLS, a modified Level 2 algorithm is used. The use of the standard
MLS processing suite is not practical for processing a NRT data stream because of
the large demands on computational resources and the inherent latency involved.
Consequently, the NRT retrievals have been adapted to dramatically reduce the com-
putational resource requirements compared to the standard product-processing suite.
The NRT retrievals produce a subset of MLS products (Temperature O3, CO, HNO3,
SO2, H2O, N2O) using a reduced selection of the available MLS Level 1 radiances,
coupled with lower fidelity forward model approximations, which also neglects line-
of sight temperature and concentration gradients. As a result, the faster processing
algorithms result in a degradation in the NRT data quality compared to the standard
products (Lambert et al. 2012).

3.2.2.4 OMI NRT Data Processing
OMI Level 1B processing software is provided by the KNMI (Royal Netherlands
Meteorological Institute) and run by NASA. To expedite processing, a number of
internal algorithms are bypassed in the Level 1 Processor as compared to the standard
science processing. These include spectral calibration, solar stray light corrections,
and some dark current corrections. This speeds up the Level 1B software by about
20 % as compared to standard processing. The Level 2 software also uses expedited
production rules when selecting ancillary data. During NRT processing these rules
use the most recent data available and do not wait for the best data, as is the basis
of the production rules used in generating the standard products. This usually means
using a snow and ice file that is 24–48 h old rather than one that is within the window
of 24 h of measurements. (For more information please see the OMI NRT Data User
Guide—http://ozoneaq.gsfc.nasa.gov/media/docs/OMI-NRT-DUG.pdf)

3.2.3 Distribution to End Users
As with data capture and data processing, the distribution of LANCE products lever-
ages existing EOSDIS services, including: the earthdata.nasa.gov website; the EOS
Clearing HOuse (ECHO), a spatial and temporal metadata registry and order broker;
the User Registration System (URS), that provides a single username and password
for many EOSDIS resources; and the User Support Tool (UST) which is used to
track and respond to user queries and comments. The centralized provision of these
support services means users can benefit from the specialization of duties, for ex-
ample a central user support tool allows experts from LANCE elements across the
United States to focus on providing quality support to end users, while the distributed
LANCE SIPS can focus on the data quality and data provision. This modular ap-
proach enables new capabilities (e.g. data from a new instrument) to be added to
LANCE with relative ease.

LANCE products are made available to end-users through the LANCE SIPS facil-
ities and distributed virtually through the NRT webpages on the earthdata.nasa.gov
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Table 1 LANCE product categories by instrument

Instrument Product categories Average latency

AIRS Radiances, temperature and moisture
profiles, precipitation, dust, clouds and
trace gases

75–140 min

MLS Ozone, temperature, carbon monoxide,
water vapor, nitric acid, nitrous oxide,
sulfur dioxide

75–140 min

MODIS Radiances, cloud/aerosols, water vapor,
fire, snow cover, sea ice, land surface
reflectance, land surface temperature

60–125 min
(Latency range excludes daily LSR)

OMI Ozone, sulfur dioxide, aerosols, cloud top
pressure

100–165 min
(Latency range excludes daily L3)

website. Both data files and imagery are provided. In keeping with NASA’s Data and
Information Policy, LANCE data are provided free of charge.1

4 LANCE Products

LANCE creates expedited products that have a science heritage and a demonstrated
utility for applications requiring NRT data. LANCE distributes lower level products
such as calibrated geo-located radiances and higher-level products such as active
fire locations and snow cover. Table 1 shows current NRT product categories by
instrument.

Science team members oversee the development of expedited algorithms, and
ensure that user feedback and evolving user needs translate into appropriate product
modifications and new products. LANCE NRT data are archived in a rolling archive
for a minimum of 7 days. If latency is not a primary concern, users are encouraged to
use the standard science products, which are created using the best available ancillary,
calibration and ephemeris information. Standard science quality products are an
internally consistent, well-calibrated record of the Earth’s geophysical properties to
support science.

1 However data supplied by international partners or other agencies may be restricted by a
Memorandum of Understanding (MoU) with those organizations.
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5 LANCE Services

5.1 Data File Distribution

Access to data files, predominantly in Hierarchical Data Format (HDF), but also as
Binary Universal Format for Representation (BUFR) for AIRS Level 1B channel
subsets, are distributed through File Transfer Protocol (FTP) and Hypertext Transfer
Protocol Secure (HTTPS), and subscription services that push data to user’s systems.
Users register with the URS, to access to data from LANCE, as well as data from any
of the other EOSDIS Distributed Active Archive Centers (DAAC). Once registered,
users are notified of any missing data or delays in data processing, for example due
to spacecraft maneuvers or downtime on one of the two data distribution servers.

5.2 Rapid Response

As mentioned in Sect. 2, the Rapid Response System was developed in response to
the needs of the USFS for NRT fire products (Sohlberg et al. 2001) but It was soon
realized that MODIS imagery was useful for a variety of applications and the scope
of Rapid Response expanded to provide: global land swath images; geo-referenced
images for “areas of interest” (referred to as subsets); gallery images; and hand-
crafted imagery for newsworthy events or for public outreach. The success of Rapid
Response imagery has been one of the main driving forces behind the development
of GIBS and Worldview, both described below.

5.3 GIBS

Global Imagery Browse Services (GIBS) are a set of standard web services provided
by EOSDIS to deliver daily global, full-resolution imagery via a variety of standard
services and format, such as Web Map Tile Services (WMTS) and Keyhole Markup
Language (KML). Full-resolution LANCE imagery products are provided to GIBS
as 3-band (RGB GeoTIFFs) or 1-band (8 byte PNG) files through standard file
delivery mechanisms (e.g. HTTPS or FTP) or throughWeb Coverage Services (WCS)
and Web Mapping Services (WMS). GIBS processes this imagery into daily tiled,
global images, which are then cataloged, archived, and immediately available for
access through the GIBS services. GIBS provides a robust imagery management
and distribution capability for LANCE imagery products. By leveraging common
identifiers for imagery layers and corresponding data products, GIBS is able to
interoperate with other EOSDIS resources like ECHO to facilitate data discovery
and access.
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Fig. 4 Worldview showing wildfires burning in California on August 24th 2013. The base layer is
a Corrected Reflectance (true color) image from Aqua’s MODIS instrument. This is overlaid with
MODIS Fire and Thermal Anomalies shown as small red pixels and a carbon monoxide, in large
pixels in varying shades of red and orange, from Aqua’s AIRS instrument

5.4 Worldview

Worldview is a web-based imagery browsing tool from EOSDIS which is designed
for interactive visualization, discovery, and downloading of NASA data. By using
GIBS to supply the imagery, Worldview users can quickly zoom, pan, and skip
through time to visualize data from any spatial region and date of interest (Fig. 4).
For high latitude use cases, imagery can be shown in Arctic and Antarctic polar
stereographic map projections. The overall goal of the interface is to make imagery
more accessible to all, including those not trained in remote sensing. Worldview has
functionality to download the full-resolution imagery and the NRT data files from
which it was created. The latter has been achieved in Worldview by combining the
fast visual access of GIBS with searches of the ECHO metadata repository so that
users can interactively browse imagery and link back to the source data.

Worldview was originally built with the NRT data user community in mind. New
imagery is generally made available within 4 h of observation and most LANCE
products are supported. In addition, selected products from NASA’s Socioeconomic
Data and Applications Center (SEDAC) are viewable, such as population density and
flood risk maps, to provide context for the NRT imagery. As Worldview continues
to mature, it is expanding to include access to historical, standard science-quality
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imagery for research-based use cases as well as enabling users to search for and
download the underlying data through ECHO.

5.5 FIRMS

The Fire Information for Resource Management System (FIRMS) provides users
with MODIS-derived hotspot/active fire locations. FIRMS data are delivered through
email alerts, downloadable files, in shapefile and text file formats, or by querying the
full archive of MODIS fire detections using the in Web Fire Mapper for visualization.
FIRMS was originally developed at the University of Maryland, in partnership with
Rapid Response under a NASA a grant from the NASA Applied Sciences Program
(Davies et al. 2009).

6 Governance and Lessons Learned

LANCE is managed by NASA’s Earth Science Data and Information System (ESDIS)
but steered by a User Working Group (UWG) responsible for providing guidance and
recommendations concerning a broad range of topics related to the LANCE system,
capabilities, and services. The UWG represents the broad needs of the LANCE
applications user communities, while maintaining close ties with the various Science
Teams for the instruments included in LANCE. The UWG meets at least once a year
to ensure that LANCE capabilities are aligned with the NRT community needs. UWG
recommendations are made to ESDIS, and evaluated in terms of feasibility and cost
of implementation.

LANCE capabilities are evolving based on user feedback. Significant enhance-
ments include adding new LANCE NRT data products and providing the capability
to visually select data for download.

Substantial reductions in latency have been realized by LANCE by adapting sys-
tems originally intended for science to produce NRT products. Future polar orbiting
satellites could realize low latency data production earlier within their missions by
focusing efforts on: (i) reducing the downlink time by using TDRSS and/or expand-
ing the network of ground stations to include Antarctica; (ii) speeding up the delivery
of Level 0 data to the appropriate processing facilities by using onboard processing
of Level 0 data or once downlinked, using state-of-the-art computer networks to
transmit the data; (iii) reducing the time required to create data products by using
expedited algorithms that do not rely on science-quality ancillary data, or by creating
products that are designed specifically for NRT (rather than science) applications;
(iv) ensuring products are available in formats that are easily accessible and finally;
(v) planning for low latency product generation earlier in the mission planning and
development phases.
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7 Conclusion

LANCE is evolving to meet the growing demand for NRT products. Under the
guidance of the UWG, LANCE continues to improve, add new products and tools
and expand its user base. Building on the existing EOSDIS capabilities, LANCE is
a distributed system that keeps processing in the hands of the experts at designated
facilities, while bringing everything together virtually on the LANCE NRT webpages
on earthdata.nasa.gov.

With the exception of OMI, NRT capabilities were not considered a priority prior
to launch of the spacecraft, so innovative ways have been sought to decrease latency
in the ground system architecture and to expedite the processing of products. Looking
to the future, LANCE can provide valuable lessons on what architecture works well
and on how the delivery of global NRT products from other NASA missions might
be achieved.
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A Comprehensive Analysis of Building
Damage in the 2010 Haiti Earthquake Using
High-Resolution Imagery and Crowdsourcing
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Shubharoop Ghosh and Charles K. Huyck

Abstract

This chapter provides a detailed account of how technology, inspiration and col-
laboration were used to rapidly assess damage caused by the devastating January
12, 2010 Haiti earthquake. This was one of the first events where remote sensing
technology (especially high spatial resolution imagery) was embraced in a truly
operational sense to support post-disaster recovery planning. Sub-meter satel-
lite imagery was available the day following the earthquake, and provided the
first glimpse of the destruction caused by the earthquake. Days later, finer spa-
tial resolution aerial imagery became available and provided even more detail
on building damage. Together, these datasets allowed over 600 remote sensing
experts and engineers to generate one of the most comprehensive assessments of
earthquake building damage in the last decade. Furthermore, this information was
shared with Haitian government in the form of a Building Damage Assessment
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Report in support of the Post-Disaster Needs Assessment (PDNA) and Recovery
Framework.

A unique crowd-sourcing initiative instigated by ImageCat in support of the
World Bank’s initial response to the disaster enabled reliable and timely infor-
mation on damages to be generated. The chapter describes the various phases
completed by the project team, including a Phase 1 damage assessment using
satellite imagery and a Phase 2 assessment using aerial imagery. We discuss the
World Bank-ImageCat-Rochester Institute of Technology remote sensing team’s
collection and analysis of very high spatial resolution aerial imagery over greater
Port-au-Prince, which played a central role for the Phase 2 damage analysis. In
addition, participation in the PDNA damage assessment with the United Nation’s
UNITAR/UNOSAT unit and the European Commission’s Joint Research Centre
is also discussed. The chapter concludes with a series of recommendations that
are focused on better use of the technologies described in this study and a roadmap
on how some of the products can be used for pre- and post-event planning for
future devastating disasters.

Keywords

Crowdsourcing · Damage assessment · Earthquake · GEO-CAN · Remote sensing

1 Introduction

On January 12, 2010, a magnitude (Mw) 7.0 earthquake struck the Port-au-Prince
region of Haiti. The epicenter was located immediately to the west of the city of
Port-au-Prince at 18.443◦N, 72.571◦W, and a depth of 13 km. According to official
estimates from the Haitian Government, the impacts caused by this event included
316,0001 people killed, 300,000 injured, and 1.3 million people displaced (USGS
2010). In addition, significant damage to buildings, infrastructure and other critical
services was observed as well as fatalities from localized tsunami waves. While not
considered a great earthquake in seismological standards, this event was one of the
deadliest earthquakes of the twenty-first century and spurred a unique remote-sensing
based response.

On March 3, 2010, the World Bank and the Global Facility for Disaster Re-
duction and Recovery (GFDRR), working jointly with the United Nations Institute
for Training and Research (UNITAR)—Operational Satellite and Applications Pro-
gramme (UNOSAT), the European Commission (EC) through the Joint Research
Centre (JRC) and the Centre National d’Information Geo-Spatial (CNIGS), submit-
ted to the Government of Haiti the Building Damage Assessment Report (BDAR)

1 This figure is disputed, with other estimates suggesting fewer than 100,000 killed (http://earth-
quake.usgs.gov/earthquakes/world/most_destructive.php).
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that supports the Post Disaster Needs Assessment (PDNA) and Recovery Frame-
work. This document contained technical assistance to support the reconstruction of
damaged areas and contribute to the long-term national strategic development plan.

The BDAR report documented the results of substantial global technical assistance
provided after the earthquake. The needs assessment was based on the best available
data and information at the time of publication. Image analysts at UNITAR/UNOSAT
and EC JRC had used manual photo-interpretation methods to classify buildings into
different earthquake damage classes. Additionally, The World Bank/GFDRR had
produced a building damage assessment using remotely-sensed imagery by commis-
sioning the GEO-CAN (Global Earth Observation CatastropheAssessment Network)
community—a network of volunteer engineers and scientists coordinated by risk
management consultants, ImageCat.

The Haiti event was illuminating in several respects. Firstly, unprecedented use
of high and very-high spatial resolution remotely-sensed data2 for the purpose of
rapid damage assessment was documented. Although there have been many studies
published where remote sensing technologies were instrumental in the assessment of
post-disaster effects, this particular effort was unique in both scope and the rapidity
at which these datasets were made available to the public and relief organizations.
Very-high spatial resolution (VHR) imagery at a ground sampling distance of 15 cm
was made available to a broad set of users which eventually led to multiple damage
datasets being produced. These datasets were cross-compared in order to improve
the accuracy and reliability of the final damage totals for Haiti. In developing these
integrated damage datasets, significant benefits were accrued through the strong
partnership formed among the three key organizations, i.e., the World Bank/GFDRR,
the UN through its UNOSAT group, and the EC’s Joint Research Centre. Although
mandated several years ago to work together to prepare joint PDNA assessments,
the Haiti earthquake is the first event in which technical collaboration took place.

Second, the speed at which these high spatial resolution imagery datasets were
made available to end-users was phenomenal. Commercial satellite sensor, GeoEye-
1 (50 cm spatial resolution), captured imagery of Port-au-Prince the day after the
earthquake and GeoEye quickly made the image available to response agencies by
distribution on Google Earth within days, allowing responders to quickly assess the
most damaged areas. In addition to this, public, defense, and private airborne as-
sets were contracted to fly targeted missions using a rich set of sensors, including
very-high spatial resolution aerial optical and thermal infrared (IR) imagery and
LIDAR. The World Bank led one such effort by commissioning Rochester Insti-
tute of Technology (RIT) to fly a seven-day aerial mission over the city and areas
west of Port-au-Prince (the WB-IC-RIT Remote Sensing Mission). This mission,
staged out of Aguadillo, Puerto Rico and Puerto Plata, Dominican Republic, cap-
tured long-wave, short-wave and micro-wave IR, optical (RGB), and LIDAR data
over an area of 650 km2 using Indigo Phoenix infrared imagers and one Geospatial
Systems KCM-11 visible camera. In total, 60,764 individual raw images (1.1TB)

2 When describing this study, we classify the resolution of satellite imagery (sub-meter) as “high
spatial resolution” and that of aerial imagery (< 30 cm) as “very high spatial resolution”.
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were transferred from the University of Puerto Rico at Mayaguez to RIT (Rochester,
NY), where they were orthorectified and distributed to end-users. The eventual users
of these data—besides ImageCat and the GEO-CAN community—included the UN,
NGOs and US federal agencies, including the US Geological Survey who made the
data available to responders through the International Charter for Space and Major
Disasters. Because of the rapid collection of these key datasets, dissemination via
online web services, and a very large network of people conducting analysis of the
data, a full and comprehensive damage assessment was produced in less than two
months.

Third, this effort was unique in that crowdsourcing was implemented on a large
scale for the very first time to produce widespread post-disaster damage maps. Coor-
dinated by ImageCat, over 600 engineering and scientific experts from 23 countries
participated in an unprecedented mission to use VHR optical imagery to perform
rapid damage assessments using the internet as the primary data delivery and dis-
play platform. These volunteers, driven by altruism to share their scientific and
technical knowledge to help in any way, meant that the GEO-CAN was able to pro-
duce relatively complex damage maps and databases on over 30,000 collapsed and
heavily-damaged buildings in a matter of days.

2 Timeline

A two-phased analysis was undertaken by GEO-CAN to develop a comprehensive
building damage database using visual interpretations of satellite and aerial imagery.
This approach was adopted to effectively utilize different imagery datasets as they
became available (Table 1). Phase 1 involved identifying destroyed buildings through
visual interpretation of GeoEye-1 satellite imagery, resulting in a points database. In
Phase 2a and 2b (Table 1), VHR aerial imagery (15 cm) from the WB-IC-RIT and
Google aerial missions was interpreted to delineate building footprints of collapsed or
very heavily damaged buildings3. In addition, VHR imagery was visually interpreted
to create land use information for Port-au-Prince and to estimate the total building
area (square footage) of buildings that require significant repairs or reconstruction.
The latter two products were required for financial assessment of rebuilding in the
BDAR report.

3 Damage grades 4 and 5 represent Grade 4 and 5 of the European Macroseismic Scale 1998 (EMS-
98; Grünthal 1998). These were used to classify buildings that were “very heavily damaged” or
“destroyed”, respectively.
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Table 1 Damage assessment timeline. A multi-phase approach was used to crowd-source the
analysis of imagery from several sources: satellite imagery captured one day after the earthquake
allowed a rapid overview of damage. A more detailed analysis followed when finer spatial resolution
aerial imagery had been collected. Not included here was a further Phase 3 (liquefaction survey)

Start–end
date

Duration Description of
activities

Imagery used Coverage
area (km2)

Coverage
communities

1/16/10–
1/17/10

48 h Phase 1:
Detection of
building
damage (point
locations)

Pre-event imagery:
High-resolution
satellite data served
through Google Earth
from various sources,
including
DigitalGlobe, GeoEye
Post-event imagery:
GeoEye-01 scenes (13
January 2010)
5V100113C0004594564
B523010701382M_001
567312.tif &
5V100113C0004594564
B523013801682M_001
567312.tif

∼ 130 Port-au-Prince

1/18/10–
1/26/10

8 days Phase 2A—
Delineation of
damage
(building
footprints)

Pre-event imagery:
high-resolution
satellite data served
through Google Earth
from various sources-
DigitalGlobe, GeoEye
Post-event imagery:
15 cm Aerial imagery
WB-IC-RIT remote
sensing mission and
Google

∼ 350 Port-au-Prince

1/27/10–
2/15/10

19
days

Phase 2B—
Delineation of
damage
(building
footprints)

Pre-event imagery:
high-resolution data
served through Google
Earth from various
sources- DigitalGlobe,
GeoEye
Post-event imagery:
15 cm Aerial imagery
WB-IC-RIT remote
sensing mission and
Google

∼ 200 Léogâne
Carrefour
Grand Goâve
Petit Goâve
Jacmel
Hinche
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Fig. 1 The ImageCat/GEO-CAN Operational Workflow. Volunteers from the scientific community
provided time and experience to analyze before and after earthquake imagery to assess damage
to individual buildings. The online Virtual Disaster Viewer provided a portal for data collation,
analysis and dissemination following a robust QA process

3 Damage Assessment Procedure

A multi-phased damage assessment was implemented to effectively utilize the GEO-
CAN experts’ experience in image analysis, earthquake engineering and other
disciplines. Initially, the study area (including Port-au-Prince, Carrefour, Léogâne,
Gressier, Petit-Goâve, Grand Goâve, and Jacmel) was divided into a grid of square
cells, with volunteers using ImageCat’s customized web platform, the Virtual Dis-
aster Viewer (VDV), to check-out one cell at a time for analysis and check-in the
completed cell, along with damage identified to all buildings within the cell. Each
grid cell was automatically locked for editing by VDV until the cell was checked-
in as completed. A rigorous quality assurance process followed to check submitted
damage and provide additional training for analysts. The discussions below describe
the analysis method used by each expert in assigning damage levels to each building.

Figure 1 shows the operational workflow that volunteers followed in the Phase
2 damage assessment. Volunteers registered their interest with the GEO-CAN ad-
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ministrators. They provided information on their level of expertise in analyzing
remotely-sensed imagery, and their experience in engineering, image analysis or
other relevant disciplines. From this, administrators were able to assign grid squares
to suit the analyst’s experience level, with grid cells containing the most complex
building configurations reserved for engineers, image analysts or the QA scientists
at ImageCat.

On registration and declaration of their scientific background, each volunteer was
provided with login credentials toVDV and training documentation. For the analysis,
an analyst could check-out one grid cell at a time, which was then locked—it could
not be reassigned—until it was checked-in as completed. Pre- and post-event satellite
and aerial imagery was served through Google Earth and the analyst systematically
worked around the grid cell, toggling between pre- and post-event imagery. Where
changes in buildings were found, the building was assigned a damage level (either
Grade 4 or 5 based on the EMS-98 damage scale). For Phase 2 analysis, the building
perimeter was digitized as a polygon (using the pre-earthquake image for reference).
This was done in order to estimate the total building area that would have to be
replaced if the structure was beyond repair or a total loss. In addition to the building
footprints and the assigned damage levels, a level of confidence for each damage
assignment (0–100 %) was submitted to the GEO-CANAdministrator by the analyst.

4 Visual Damage Assessment

The Remote Sensing for Earthquake Scale4, which equates to the European Macro-
Seismic Scale (EMS-98), was used to classify determinations of damaged and
collapsed buildings. Although a prerequisite had been established for analysts to
be trained GIS or remote sensing professionals, the protocol for identifying signif-
icant building damage was reviewed by each volunteer. Examples of the damage
protocol were used to train volunteers to recognize the chaotic debris/rubble patterns
of building damage that are frequently visible when a building collapses. The pat-
terns are often influenced by the type of building materials used in construction and
the type of building.

Collapsed buildings were often observed as being spectrally much brighter than
the surrounding buildings and in many cases, had rough or more variegated textures.
This was frequently seen in the images of Haiti due to prevalence of cement/concrete
construction practices. However, analysts had to be careful that these signatures
were not associated with materials in empty lots. Another example of the proto-
col involved looking for discontinuities in the before and after images of rectangular
buildings. In toggling back and forth between two images, damaged buildings appear
to shift suggesting that they may have collapsed. Despite the post-event data being

4 This building damage scale, developed for use with the Virtual Disaster Viewer (VDV), incorpo-
rated both engineering and remote sensing observations, with classes ranging from Indistinguishable
to Collapse, and corresponds to the damage scales described in EMS-98 (Grünthal 1998).
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Fig. 2 Example of collapsed buildings as viewed in High-Resolution satellite imagery (50 cm) in
Google Earth: Pre-event imagery is shown on the left and post-event imagery on the right. Signatures
of damage include increased brightness of buildings, increased texture, offset roofs and irregular
shadows (Google Earth 2014)

orthorectified, there were often mis-alignments between the pre- and post-event im-
ages served on Google Earth, meaning only a supervised approach (where human
judgment could account for these discrepancies) was appropriate. The previous re-
mote sensing experience of the analysts and protocols provided meant that analysts
were able to differentiate between damage and differences in sensor and solar geom-
etry, particularly the observational zenith angle. Changes in relative shadow heights
also indicated possible soft-story failures or “pancaking.” This type of failure occurs
when the bottom or lower story of a building is less robust than the upper stories and
thus collapses completely under the load of the earthquake. It can be manifested in
high-resolution images as a stair-step appearance on the side of the roof, or explo-
sion of debris on the sides of the building. An interpreter can be trained to identify
these conditions by toggling between before and after imagery. Examples of some
of these failures are viewed in Google Earth as presented in Fig. 2. A more thorough
discussion of the damage assessment methodology is provided in World Bank et al.
(2013), Corbane et al. (2011) and Ghosh et al. (2011).

Once the analysis of each cell was complete, the user submitted their KML5 vector
files containing point locations of collapsed buildings (Phase I), or polygon footprints
of collapsed or heavily damaged structures (Phase II—see Table 1). Next, the user
checked the grid cell back into VDV and registered the tile as completed. At this
point, analysts had the opportunity to continue their involvement by analyzing a new
cell. Administrators uploaded each set of observations to a central repository, where
a thorough QA and consistency check was performed by ImageCat scientists. Once
all cells were collated and checked (a total of 1384 cells (346 km2) and ∼ 160,000
observations), the data were submitted to the World Bank.

5 Keyhole Markup Language (KML) files are used for expressing geographic information, primarily
in Google Earth.
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5 Results

Table 2 contains the final damage results for the Phase 2 GEO-CAN damage surveys
for areas, including Port-au-Prince. Note that these totals solely reflect the work of
the ImageCat/GEO-CAN team, and do not represent the joint final damage totals
from the PDNA. (The GEO-CAN damage results were incorporated into the final
PDNA report along with contributions from UNOSAT and JRC.) This table provides
a tally of destroyed and heavily damaged of buildings by land-use type. Estimates of
number of buildings classed in damage grade 1–3 are also provided. (More details
on how these were statistically inferred can be found in World Bank et al. 2013;
Corbane et al. 2011.) It also provides an estimate of the total floor area to be repaired
or replaced, by damage grade and land-use type. By a large margin, the most floor
area to be replaced or repaired was associated with housing units. An early estimate
of the repair costs associated with all damaged buildings is also provided. Unit repair
costs ($/m2) for all land-use types were obtained from a report prepared by the Social
Housing Promotion and Planning Institute of the Haiti Ministry of Social Affairs.
These costs range from US$ 40/m2 for moderate to minor repairs to $ 500/m2 for
complete replacement.

The total number of buildings with at least Grade 1 damage was estimated to be
close to 160,000, with approximately 18 % (29,056) in Grade 4 and 5 (the damage lev-
els identified in the image analysis). Of the 160,000 total, 90 % of buildings (142,654)
were residential (low and high-density and informal/shanty), with approximately 5 %
(7690) comprised of commercial, downtown or industrial buildings. From the Joint
PDNA report (EC-JRC et al. 2010), it was estimated that close to 300,000 buildings
in Haiti were affected by the earthquake.

The total amount of floor area to be repaired or replaced was estimated to be a little
over 22 million m2. Extensive repair or replacement was deemed to be required for
6.4 million m2 (damage grades 3 through 5), with the vast majority were residential
occupancy. The total repair and replacement costs were expected to exceed $ 3.4
billion. Although the number of buildings with Grade 3 through 5 was lower than
the total for Grades 1 and 2 (about a factor of 2.4), the estimated cost of repair
or replacement of these buildings was ∼ 80 % of the total cost. For higher damage
grades, the likely action was not repair but replacement; replacement costs also
include deconstruction and removal of debris, significantly adding to the total cost
of replacement.

It should be noted that these damage totals were lower than those presented in
the final PDNA damage assessment report. The PDNA reported a total of 298,739
buildings with damage. Of this total, about 60,000 buildings were identified by
the joint World Bank/GEO-CAN-UNOSAT-JRC collaboration as having Grade 4
or 5 damage. The ImageCat/GEO-CAN repair/replacement cost estimate of $ 3.4
billion was a little over half of the $ 6.4 billion joint PDNA estimate. The reason
for these discrepancies was that the ImageCat/GEO-CAN methodology emphasized
accuracy over comprehensiveness, i.e., analysts were asked to only identify damage
to buildings where there was a high degree of confidence in the assessment. Therefore,
where damage was ambiguous or difficult to determine, these buildings were not
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Table 2 Summary of damage and replacement statistics generated by the ImageCat/GEO-CAN
damage assessment. These data were combined with the EC-JRC and UNOSAT damage observa-
tions for inclusion in the Building Damage Assessment Report that supported the Haiti Post-disaster
Needs Assessment

Damage grade (EMS-98)

Grade 1:
negligible/
no visible
damage

Grade 2:
moderate
damage

Grade 3:
substantial
damage

Grade 4:
very heavy
damage

Grade 5:
destroyed

Total

Number of buildings

Residential
(low density)

65,259 5675 10,404 4389 8852 94,579

Residential
(high density)

14,909 1683 2645 1382 3187 23,807

Commercial 283 1039 992 646 1763 4724

Industrial 71 259 247 253 348 1178

Downtown 107 393 376 380 532 1788

Informal/
shanty

15,289 485 2427 1921 4146 24,268

Agricultural 6131 533 977 329 915 8886

Open land 64 6 10 4 9 93

Total 102,114 10,074 18,078 9304 19,752 159,322

Area (m2)

Residential
(low density)

10,702,511 930,653 1,706,197 719,796 1,451,728 15,510,886

Residential
(high density)

1,971,019 222,534 349,697 182,700 421,321 3,147,271

Commercial 44,212 162,112 154,743 100,776 275,028 736,871

Industrial 9460 34,688 33,112 33,851 46,562 157,674

Downtown 18,616 68,257 65,154 65,930 92,302 310,259

Informal/
shanty

966,255 30,675 153,374 121,407 262,027 1,533,738

Agricultural 503,980 43,824 80,345 27,044 75,213 730,406

Open land 5267 458 840 329 740 7633

Total 14,221,319 1,493,201 2,543,461 1,251,834 2,624,922 22,134,737

Replacement or repair cost (US$)

Cost
(US$/m2)

40 100 300 500 500 Total

Total cost
(millions)

569 149 763 626 1312 3420
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included in the GEO-CAN summaries. The end result of this approach was that
the GEO-CAN values were highly reliable but did omit many buildings that had
significant damage (CAR 2010).

6 Discussion and Recommendations

There were a number of successes of this remote sensing initiative. An independent
geodatabase of damaged structures was produced in a timely manner—i.e. rapid
enough to inform the PDNA process. The database of damaged structures and derived
maps were distributed widely through the UN and donor networks to NGOs and other
field operatives responding to the event. Establishing a global network of remote
sensing experts meant that the interpretation process was carried out by experienced
professionals.

The successes were largely because of a confluence of a number of key factors:

i. Image availability—Satellite imagery was available the day after the event.
This allowed preliminary damage estimates to be produced within a week of the
disaster for the city of Port-au-Prince. Delivering data and maps in this time-
frame allowed early insight into the unfolding humanitarian disaster, at a time
where airport access and airspace was severely restricted, limiting the capacity
for ground-based reconnaissance teams. Satellite remote sensing was a non-
obtrusive technology that did not impede the essential search and rescue (SaR)
or humanitarian relief operations. It also enabled a larger and more detailed dam-
age assessment phase to be prepared and helped target the ground reconnaissance
missions which followed the SaR activities. Even though the spatial resolution
was less than that associated with the aerial imagery, satellite data was invaluable
for the following reasons: rapid availability over a very large area, availability
of pre-earthquake imagery, and inexpensive imagery (freely-available for re-
sponders under the International Charter). The subsequent WB-IC-RIT aerial
remote sensing mission was key in providing timely data for the PDNA damage
assessment. It also provided other data that had unique applications and uses
(e.g., LIDAR was used to create digital elevation models used for flood risk
assessment).

ii. Technology—Web-based technologies allowed the distribution of huge volumes
of data to analysts around the globe. Portals such as the Virtual Disaster Viewer
and Google Earth meant that analysis could be distributed and results merged to
form a large damage database

iii. Damage to local capacity—The earthquake was particularly devastating for the
Government of Haiti as a number of key governmental facilities were incapaci-
tated by the event. Haiti’s national center for geospatial information (CNIGS) was
severely damaged, resulting in the deaths of a Director and other key staff. The
comprehensive spatial data infrastructure and data and imagery archives were
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also lost. This significantly reduced the capacity of local agencies to play a lead-
ing role in the response, meaning greater emphasis was placed on international
bodies to support the geospatial response.

iv. Inter-agency collaborations—A key factor in the success of the PDNA for
Haiti was the agreement by all three main international responding organizations
(World Bank, UNOSAT and JRC) to combine the different damage databases into
one consolidated dataset. To accomplish this, extensive analysis by all parties
was necessary in order to ensure consistency and complete but not overlapping
coverage.

v. Altruism—The humanitarian scale of the disaster was clearly evident. Com-
bined with the fact that the US was on the same time zone and has a large Haitian
diaspora meant that the event took prominence on 24 hour news channels in US
and across the globe. The collective willingness of the engineering and scientific
community to share their professional experience in some way to support re-
sponse efforts meant that ImageCat could form the GEO-CAN community very
rapidly, building on existing professional networks and connections.

Despite the success of the GEO-CAN damage assessment mission and other com-
plementary missions, there are a number of lessons learned and recommendations
for future events:

Outreach Thought should be given to how the various post-disaster databases or
products can be used to address other needs, e.g., post-event rebuilding requirements,
or establish post-event mitigation strategies and programs. For example, using aerial
imagery to help meet cadastral data needs is a good example of how groups can lever-
age the cost of the initial data collection. Furthermore, more education and training
is needed by the end-users of this data. A better understanding of the challenges
and problems experienced by response organizations in this event will help to better
integrate the different post-event products into existing workflows. Follow-up inter-
views highlighted how critical it is to have pre-event training, published metadata,
and relationships with potential users ahead of a disaster.

Pre-event Preparation—Technical The use of crowdsourcing as a mechanism for
performing damage assessments was clearly demonstrated in this event. However,
the engineering and scientific community would benefit immensely from more pre-
event training to effectively recognize earthquake damage from both satellite and
aerial imagery. Damage assessments from nadir optical imagery fall short when
evaluating special types of building collapse (such as soft-story failures) or quanti-
fying damage that is less extensive than “collapsed” or “heavily damaged”. This was
evident from subsequent detailed field assessments of damage in Port-au-Prince. In
order to address this deficiency, we recommend that a detailed protocol be developed
that utilizes both field surveys and oblique and vertical imagery, and that establishes
where imagery should be collected and how much. This protocol should also con-
sider, where possible, the level of ground shaking, the type of construction in the
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affected regions, and the level of reliability needed in order to support key post-
earthquake decisions. It is also recommended that additional research is conducted
in order to develop—even at a high level—a factor which will allow the scaling
of satellite damage assessments to a more accurate summary of damage, such as
that afforded by VHR aerial imagery. Damage distributions inferred statistically for
Grades 1 through 3 should be revisited to determine whether a fifth category repre-
senting “no damage” should be included to better balance overall damage estimates.
It is anticipated that these advances could reduce the replacement cost discrepancies
seen between the several damage surveys in Haiti.

Although following Haiti, each agency team utilized the same damage classifi-
cation scale (EMS-98), the protocols used by each team to determine these damage
grades have not been evaluated. There is a need to share best practice in this area
to enable successful inter-agency collaboration in the future. The damage assess-
ment protocols should also be extended to address other natural hazards and evaluate
damage scales for other perils.

Pre-event Preparation—Operational In order to ensure consistent application of
remote sensing methods in the next disaster, the three main organizations, with sup-
port from ImageCat and other groups, are pursuing the development of a set of
Standard Operating Procedures (SOP). These SOPs are being designed to identify
the requirements of key datasets and sensors, the appropriate set of protocols for
determining the different levels of damage, procedures for integrating field obser-
vations and results with aerial or satellite damage assessments, and procedures for
quantifying the reliability associated with the final datasets.

To ensure the sustainability of the GEO-CAN network as a viable entity that can be
initiated following major disasters, a more formal structure should be investigated. As
one of the key recommendations of this chapter, we recommend that a formal business
plan be developed that will ensure that the GEO-CAN community is sustained for
future events. Without such a plan, the network will continue as an informal list of
scientists and engineers, called upon on sporadically. With investment, the network
could be expanded to provide pre-event training, capacity-building exercises and
workshops to share best practice globally.

The Haiti event was ground-breaking in the availability of satellite and aerial
imagery. Numerous datasets were distributed to responders, NGOs and research
organizations. However, in order to ensure that the appropriate imagery is available
for the next event, we recommend that a “living” imagery fund be developed that
can be used to (1) create pre-event, planning databases that will help to quantify
the vulnerability of a city or area by establishing detailed building inventories on
a building-by-building level (including structural type so that engineers can assess
damage to building types with which they are familiar); (2) ensure that agreements
with airborne data providers are in place well before the next event; (3) ensure that
special imagery needs are met, e.g., LIDAR coverage, or oblique imagery in the
case of earthquakes; and (4) prepare for future data collection missions (prepare for
air space access in vulnerable nations, etc.); and (5) establish pre-event relationships
with institutions and computing centers of excellence to support active dissemination
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of data after a major disaster. Precise imagery specifications to support damage
assessment are difficult to define before earthquake events due to the evolution in
sensor and data hosting technologies, and the nature and location of the disaster
event itself. An imagery fund, together with a committee of first responders would
allow rapid decision making as to the best available data and response mechanism for
the unfolding event. A multi-phased approach, as in Haiti, allows agile refinement
of response in the days following the earthquake. However, close coordination of
agencies in pre-event times will foster more successful post-event coordination.

7 Conclusion

This chapter provides insight into a dynamic and practical fusion of remote sensing
technologies, imagery and scientists in support of the Government of Haiti following
the devastating earthquake in 2010. The sheer scale of the event—covering over
1000 km2, combined with accessibility restrictions in the days after the event, meant
that ground-based efforts to assess damage were limited. It is difficult, therefore, to
see how such a comprehensive picture of the damage could have been pieced together
without the use of remote sensing or the support of the World Bank and dedication
of the GEO-CAN volunteers.
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Near-Real Time Delivery of MODIS-Based
Information on Forest Disturbances
Robert A. Chastain, Haans Fisk, James R. Ellenwood, Frank J. Sapio,
Bonnie Ruefenacht, Mark V. Finco and Vernon Thomas

Abstract

The Real-Time Forest Disturbance (RTFD) program of the Forest Service, U.S.
Department of Agriculture (USFS) provides timely spatial information regarding
changes in forest conditions to the Forest Health Protection (FHP) and State
and Private Forestry (S&PF) community for improving aerial detection and forest
health survey efficiency. The USFS Remote Sensing Applications Center (RSAC)
creates CONUS-wide forest change geospatial layers for the RTFD program every
8 days during the growing season using image data from the Moderate Resolution
Imaging Spectroradiometer (MODIS), and delivers these data to a web mapping
application named the Forest Disturbance Monitor (FDM) developed by the USFS
Forest Health Technology Enterprise Team (FHTET).

Differences in the timing, duration, and severity of disturbances in forested
landscapes result in a broad array of possible types of forest change. Two effec-
tive remote sensing change detection approaches using MODIS satellite data are
employed to detect and track quick and ephemeral change as opposed to gradu-
ally occurring disturbances in forest health. The first uses a statistical (Z-score)
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change detection approach designed to discern intraseasonal ‘quick’ changes in
forest conditions caused by events such as defoliations or storm damage. The
second approach uses trend analysis to identify areas where slower, multiyear
changes occur in forested areas, such as bark beetle outbreaks and drought stress
in the western coniferous forest biome.

Keywords

MODIS · Forest health monitoring · Forest insects and disease · Change detection ·
Z-score · Trend analysis

1 Introduction

There are about 749 million acres (303 million ha) of forested land in the contiguous
United States. Forest ecosystems affect the global carbon cycle as well as regional
hydrology and climate through their influence on water and energy budgets (Adams
et al. 2010). A 2006 risk assessment, performed by FHTET, estimated that 58 million
acres (23 million ha) of this land are at risk from 42 insect and disease risk agents, 13
of which are non-native. Drought and warming have been cited as drivers of extensive
insect outbreaks occurring in western North America from Alaska to Mexico (Raffa
et al. 2008). Other sources of forest stress and mortality include wind and ice storm
damage, drought and other anomalous climatic conditions, fire, and flooding. The
RTFD program has been implemented to detect and track changes in forest conditions
across the conterminous 48 states (CONUS) in order to provide an early warning—
similar to a smoke alarm—in an attempt to inform local and state forestry personnel
so that they may respond with appropriate resources for management purposes.

Aerial detection surveys (ADS), which are a major component of the USFS In-
sect and Disease Survey (IDS), are conducted annually using a variety of light fixed
and rotor wing aircraft. USFS, state and other federal cooperators work together to
complete overview surveys in order to map current year forest injury. Some regions
have been conducting ADS for more than 60 years; others have become more ac-
tive within the last decade. Data collected during these surveys has proven useful
in early detection of invasive species and for rapid response actions such as quaran-
tine, control or eradication. The effects of endemic pest outbreaks are also recorded
and provided to national and local area land managers, referenced in a variety of
conditions and congressional reports to aid decision making. The RTFD program
aims to enhance and supplement information for the current national Forest Health
Protection (USDA, FHP) forest health IDS. Forest change data generated as part of
the RTFD project allows a near real-time synoptic assessment of any region in the
CONUS to determine where potential forest disturbance activity may be occurring
prior to an actual aerial or ground survey. The RTFD data facilitates FHP survey
community efforts, allowing for more cost effective and safe allocation of resources
for aerial and/or ground survey.
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2 Objective

The main objective of the RTFD program is to provide timely spatial information
regarding changes in forest conditions to the Forest Health Protection (FHP) and
State and Private Forestry (S&PF) communities to improve aerial detection and
forest health survey efficiency. A broad array of potential changes can occur in a
forested landscape, which can differ along both temporal and spatial dimensions.
Any attempt to identify and track forest disturbances on a continental scale must
be sufficiently flexible and comprehensive so that quick and ephemeral (e.g., frost
damage or canopy defoliation) and gradually developing (e.g., forest degradation
from drought and/or bark beetle) forest disturbances can be reliably detected. When
attempting to detect and monitor forest disturbances using remote sensing image
data and change detection methods, the spatial and temporal nature of these distur-
bances influence the selection of an appropriate sensor platform as well as the change
detection methodology implemented.

Spatial data produced for the RTFD program highlight departures from expected
forest conditions, which are identified using two distinct digital image change
detection methodologies implemented in near real-time, using 16-day Moderate-
resolution Imaging Spectroradiometer (MODIS) image composites that are updated
every 8 days. The RTFD approach uses MODIS Aqua and Terra satellite imagery,
as these data provide daily coverage, permitting frequent observations to follow de-
veloping disturbances and capture forest disturbances that may have a very finite
temporal window. MODIS data includes visible, NIR, and MIR wavelength bands,
permitting the calculation of spectral indices of vegetation greenness and vigor. These
spatial data have been produced for the 2008 through 2013 growing seasons. In the
eastern deciduous biome, the RTFD approach has detected and tracked forest tent
caterpillar (Malacosoma disstria), winter moth (Operophtera brumata), fall web-
worm (Hyphantria cunea), and gypsy moth (Lymantria dispar) defoliation events
in numerous locations. Beech Bark disease, caused by a complex of the beech scale
(Cryptococcus fagisuga), and a fungi, primarily Nectria coccinea var. faginata, has
been detected along the mortality front in the Great Lakes region. In the western
coniferous biome, red attack and mortality associated with mountain pine beetle
(Dendroctonus ponderosae) and spruce budworm activity (Choristoneura occiden-
talis) have been detected and tracked, as well as defoliation from pine butterfly
(Neophasia menapia). Additionally, this approach has had significant success in
tracking forest damage associated with tornadoes, hail, and ice storms.

Since 2009, a number of innovations and enhancements have been implemented
to: (1) address challenges of detecting specific forest disturbance types in disparate
regions of the CONUS, (2) address FHP and S&PF community data access needs,
(3) deal with persistent cloud and other anomalies in composited MODIS imagery,
and (4) enhance the detection of slowly occurring trends in forest degradation and
mortality. Specific activities to address these needs and advance the RTFD program
are discussed below.

diane.k.davies@nasa.gov



150 R. A. Chastain et al.

• A quantitative retrospective assessment of 2010 RTFD results was performed to
identify potential modifications to the RTFD approach in order to improve the
effectiveness in detecting specific forest disturbance types in disparate regions of
the CONUS. Various methodological alterations were assessed within six study
areas wherein forest disturbances occurred during 2010—principally, the use of
different vegetation indices and alterations in baseline definition. Bi-temporal
Landsat change detection results acted as reference data to which RTFD Z-score
change detection results were compared. Findings indicate that a one-size-fits-all
paradigm is not the most effective approach to identify and track all types of for-
est disturbances across the CONUS. Specifically, two fundamental conclusions
were drawn from this assessment: (1) the normalized difference vegetation in-
dex (NDVI) is a more effective change index for use in the eastern deciduous
biome, with a baseline defined using per-pixel median values of NDVI from input
imagery, and (2) the normalized difference moisture index (NDMI) is a more use-
ful change index in the western coniferous biome, with a baseline defined using
per-pixel maximum values of NDVI from input imagery.

• The web-based mapping application named the Forest Disturbance Monitor
(FDM) was developed by FHTET to enable the FHP survey community to in-
teract with the RTFD raster datasets and evaluate potential forest disturbances
over large areas, thereby providing timely information for aerial survey resource
allocation and related decision support.

• In 2012, the RTFD program added a key spatial data layer to the FDM interface—
persistence of forest disturbance—to augment existing 16-day composited forest
disturbance raster datasets. The persistence of forest disturbance data layer com-
bines the results of the last three 16-day compositing period RTFD change
products, to minimize the data noise inherent in individual compositing period
change products which arise from persistent cloud cover and other MODIS data
ephemera. The persistence of disturbance data layer classifies the number of times
a pixel was disturbed over the last three compositing periods with different levels
(standard deviations) of departure from expected RTFD values.

• Beginning in the 2013 season, a novel forest disturbance data product using time
series trend analysis was created and delivered for each 16-day composite time
frame to the FHP and S&PF user community via the FDM web mapping ap-
plication. The forest disturbance trend data product employs a process that first
computes a least squares regression model for each pixel location in a time 5-year
time series raster image stack, then maps the trend slope for each pixel location
in that raster stack. This technique enables the detection of long-term, gradual
disturbances common with pine beetle and other non-defoliating forest distur-
bances more common in the western coniferous forests (Kennedy et al. 2007).
In addition, a trend disturbance persistence data product was also produced that
integrates the trend disturbance data from the previous three compositing period.
To conform to the time-sensitive data delivery framework of the RTFD project,
these data are incorporated into the FDM alongside the Z-score forest change data
every 8 days.
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3 Forest Change Detection Process

MODIS was launched by NASA in 1999 on board the on board the Terra satellite,
followed by another MODIS instrument on the Aqua satellite in 2002. The orbital
parameters of the Aqua and Terra satellites and swath size of the imagery collected
allow these instruments to image most portions of the Earth’s surface every day.
The MODIS instruments capture 36 spectral bands ranging from 405 to 14,400 nm.
MODIS data are employed for the current RTFD methodology to perform remote
sensing-based forest change detection following two distinct approaches: (1) statis-
tical two-date comparison of MODIS image composites, and (2) analysis of trends
apparent in annual composited MODIS image data. The first approach is enabled
through comparison of baseline image data constructed from a stack comprised of
previous years of MODIS imagery with anniversary date image data from the current
year. The baseline image data represent the expected condition of the forest, which
is compared to the current year image data using a statistical “Z-score” method
(Nielsen et al. 2008). The latter approach is implemented by mapping the slope from
linear per-pixel regression models computed from the last 5 years of anniversary
composited data. Both of these approaches utilize image products that are created by
compositing 16-days of image data so that relatively cloud-free imagery can be used
to perform change detections. These 16-day composites are updated every 8 days,
so that timely information can be created to track developing forest disturbances.
RTFD analysis is limited to forested pixels, which are defined using the FIA forest
group type map (Ruefenacht et al. 2008).

3.1 Baseline Data Development

To create baseline raster datasets representing the expected forest health conditions
for the Z-score change analysis, MOD09 8-day composited MODIS image data from
a number of previous years are combined to produce 8-day (2008 and 2009), and
16-day (2010–2014 growing season) compositing periods. The decision to increase
the length of MODIS compositing periods from 8- to 16-days was based on experi-
ence gained through producing RTFD datasets in a production setting. The 16-day
compositing period provide an optimal balance between the timeliness of the infor-
mation in the image composites and the ability to obtain cloud-free image data with
which to detect forest disturbances. The 16-day compositing periods are staggered
such that one begins every 8 days during growing season. The growing season is
defined as Julian day 73 (March 14) through 313 (November 24). MODIS MOD09
(and MYD09) data are obtained in Hierarchical Data Format (HDF) format from
the NASA Land Processes Distributed Active Archive Center (LPDAAC) and repro-
jected into Albers. A mask created using USGS multizone boundaries is applied to
the MODIS tiles to perform separate digital change detections within finite regional
areas.

Early in 2011, a quantitative retrospective assessment of 2010 RTFD results was
performed to identify potential modifications to the analytical logic of the Z-score
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change data methodology in order to improve detection efficiency. The findings
of this retrospective assessment indicate that a one-size-fits-all paradigm is not the
most effective approach to identify and track forest changes across the CONUS.
Appropriate changes have been implemented in the RTFD approach for subsequent
growing seasons to incorporate these findings. Two separate baseline composites of
MODIS data are now produced for the Z-score forest change analysis. These baseline
raster data sets include 3-year composites which are compiled by selecting the median
(in the deciduous eastern biome) or maximum (in the coniferous western biome)
NDVI value at every pixel location from an image stack comprised of temporally-
adjacent Aqua and Terra 8-day composited reflectance images (MOD09). The image
stacks therefore contain a total of 12 MODIS Aqua and Terra image inputs for 3-
year baseline composites. The MODIS band 1–7 reflectance values from the image
corresponding to the pixel-wise median or maximum NDVI value are then written
to a new raster, which serves as the baseline image.

For the trend analysis forest change products, a completely different historical
record is needed. For this analysis, the previous 4 years of MODIS data are pre-
processed to match the current year 16-day composited MODIS data. This involves
identifying maximum greenness values in both the MODIS Aqua and Terra image
data. Composites of maximum NDVI values are first created for the Aqua and Terra
images for the adjacent MOD09 (8-day) composites that fall within the 16-day com-
positing temporal window, then using these NDVI values in the eastern deciduous
biome, and computing maximum NDMI values in the western coniferous biome.
These greenness values are then rescaled to a 0-100 range, and stacked so that a
per-pixel regression model can be computed by “drilling through” the past 5 years
of NDVI (east) or NDMI (west) values (Fig. 1).

Fig. 1 A map showing the spatial extent of the greenness indices and baseline methods used to
compute forest change data products for the RTFD program
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3.2 Current Year Data Development

The incoming, or current year, image data is derived from daily MODIS MOD03
L2 swath data that is downloaded using a direct feed from an antenna on the roof
of the RSAC building in Salt Lake City, UT. The first seven bands of the MODIS
Level 2 Corrected Reflectance (CREFL) product are the source data used to create
composited images based on image quality. Bands 1 and 2 have a spatial resolution
of 250 m, and bands 3–7 have a spatial resolution of 500 m.

The native HDF data is transformed into GeoTiff formatted data in the geographic
reference system (lat-long) using MRT, then reprojected into Albers equal area and
combined into an 11 band image stack (six reflectance bands, along with day of year,
sensor angle, sensor zenith, solar angle, and solar zenith). The NDVI is calculated
for the daily images, and these data are masked based on viewing angle and cloud
saturation.

After 16 days of imagery is collected, the maximum NDVI is used to select on a
per-pixel basis from which input images the reflectance information will originate.
The first step entails the creation of image masks, which are binary images where
0 represents areas where the sensor zenith is greater than 50 degrees or areas of
super-saturated pixels. MODIS pixels that are associated with an image mask value
of 0 are not considered for compositing. The next steps include the creation of band
quality, mean focal standard deviation, and NDVI layers. The band quality layers
are used as a shadow detector. Pixel values for layers 1, 2, and 4 are summed, with
higher values indicating a higher band quality ranking. A 5 × 5 window is used to
calculate an average focal standard deviation, which is calculated on all of the layers
of the MODIS images. The band quality, mean focal standard deviation, and NDVI
layers are used to determine which pixel to use for the compositing. For each pixel,
a quality ranking is assigned by doing the following:

1. Identify the dates with the top three highest NDVI values and assign a ranking
such as N—10, N—20, N—30 where N is equal to the number of MODIS images
being used for the compositing multiplied by 10.

2. Identify the dates with the three lowest mean focal standard deviation values and
assign a ranking such as N—10, N—20, N—30 where N is equal to the number
of MODIS images being used for the compositing multiplied by 10.

3. Add the NDVI ranking and the mean focal standard deviation ranking to the band
quality ranking.

Then, the following rules are followed to decide which of the three dates with the
highest pixel quality value is used for the MODIS composite.

1. If a pixel has the highest pixel quality as compared to the pixels from the other two
dates and a sensor zenith of less than or equal to 30 degrees, select the MODIS
pixel from this date for the compositing.

2. If the first condition is not met, select the MODIS pixel from the date with the
lowest sensor zenith.
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Fig. 2 A schematic illustration of the manner in which changes in forest conditions are identified
using the statistical Z-score approach. This example illustrates how the relative positions in statis-
tical space of NIR reflectance pixel values of baseline and current year MODIS imagery relate to
apparent changes in the condition of a forested pixel

A clean-up process that uses a 3 × 3 majority filter is applied to the day of year data
to avoid excessive speckle in the output imagery. After this filtering, the reflectance
bands, four viewing geometry variables, and day of year pixel data are composited
for the 16-day period. Outputs are masked to the 14 separate USGS multizones
(Fig. 1), and a 250 m resolution 6-band reflectance image stack is produced, along
with a 4-band viewing geometry image stack, and a day of year stack.

3.3 Forest Disturbance Detection

The RTFD program has evolved such that two separate CONUS-wide forest change
geospatial layers are created every 8 days during the growing season that originate
from two disparate change detection approaches. These two approaches are designed
to identify very different types of forest disturbances: Quickly occurring events and
slow trends of degradation and mortality. The first forest change geospatial layer en-
tails a two-date statistical (Z-score) change detection approach designed to discern
intraseasonal ‘quick’ changes in forest conditions caused by events such as defolia-
tions or storm damage (Fig. 2), while the second geospatial layer is derived using a
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trend analysis approach which is better suited to identify areas where slower, mul-
tiyear changes are occurring in forested areas. Bark beetle outbreaks in the western
coniferous forest biome are a good example of this phenomenon.

The Z-score forest disturbance geospatial layer is derived by comparing a mul-
tiyear baseline image composite with current year image data in order to identify
differences in the level of greenness for pixels identified as being forested by the FIA
forest type group map. Statistical analysis classes are created by combining a static
forest type group class and dynamic back-scattering angle class in a factorial manner.
The primary purpose for separating forested area pixels into analysis classes is to
control for the Bidirectional Reflectance Distribution Function (BRDF), which posits
that the reflectance of a target is a function of both illumination and viewing geome-
try. Back-scattering angle is computed on a per-pixel basis from a MODIS viewing
geometry image stack (sensor angle, sensor zenith, solar angle, and solar zenith)
using a trigonometric expression taken from Vermote and Roy (2002), then a 6-class
quantile classification scheme is implemented to separate these MODIS image pix-
els into analysis classes. The final statistical analysis classes result from a factorial
combination of forest type-group and back-scattering angle quantile classes, which
are used to calculate resistant Z-scores for only the forested pixels in the incoming
MODIS image composite (Fig. 2).

After the analysis classes are defined for each incoming MODIS image composite,
within-class resistant Z-scores are calculated using the following equation:

RZcbi = xcbi − x̃cb

σ̃cb

(1)

Where RZcbi is the relative Z-score for pixel i in class c for band b. σ̃cb is the
median absolute deviation (MAD), which is the median of the absolute values of
the deviations of the median.The MAD represents a robust estimate of statistical
dispersion that is more resilient to outliers than the standard deviation or variance.

Then, the detection of forest disturbances is performed by first calculating
an anomaly score (�RZ) between current and baseline data using the following
equation:

�RZcbi = RZcbi − RZcbi,baseline (2)

where �RZcbi is the anomaly score of pixel i in class c for band b, which repre-
sents the difference between the RZ computed for that pixel in the incoming image
composite and the anniversary date baseline composite image (Fig. 2).

Finally, the Normalized Difference Vegetation Index (NDVI) is computed using
the anomaly scores (�RZs) calculated from the Red and NIR reflectance bands and
used as a forest condition change index in the eastern deciduous biome:

�NDVI = �RZNIR − �RZRED

�RZNIR + �RZRED
(3)

In the western coniferous biome, the Normalized Difference Moisture Index (NDMI)
is computed using the anomaly scores (�RZs) calculated from the NIR and MIR

diane.k.davies@nasa.gov



156 R. A. Chastain et al.

reflectance bands and used as a forest condition change index:

�NDMI = �RZNIR − �RZMIR

�RZNIR + �RZMIR

F i (4)

The results of the Z-score disturbance detection methods are computed separately
for all 14 USGS multizones in the CONUS are then merged together. The geographic
pattern for the use of maximum and median values for baseline development as well
as NDVI and NDMI for change indices can be seen in Fig. 1. The data range of the
CONUS-wide RTFD change product is constrained using universal maximum and
minimum values. A per-pixel maximum value from the Aqua and Terra disturbance
detection result is calculated for use in the CONUS-wide forest change map to remove
excess noise in these results and provide a more conservative estimate of departures
in forest condition.

The trend analysis forest change detection approach is derived by performing a
linear regression analysis on individual pixels within a stack of greenness values
derived from each of the last 5 years of MODIS image data (Fig. 3a). The first step
in the process of generating forest health trend analysis geospatial data for use in
the RTFD program is to derive greenness values for the past 4 years as well as the
current year from composited MODIS image data. A 16-day compositing period
is used for this analysis so that these data match the overarching framework of the
RTFD program. For the eastern half of the CONUS, NDVI is used to represent
greenness, and NDMI is used as the greenness index in the western half of the
CONUS. Five-year stacks of greenness are created, then per-pixel linear regression
models are computed using this time series of greenness values through an application
developed at the RSAC named the Time Series Trend Analysis Tool (TSTAT). The
analysis performed by TSTAT returns slope, intercept, r-value, p-value, and standard
error values. Finally, a land cover condition trend geospatial layer is derived using
the slope of these pixel-wise regression models. In this layer, negative slope values
indicate a decline or degradation in vegetative land cover types (Fig. 3b). In contrast,
positive slope values indicate increased health or recovery in these land cover types
(Fig. 3c).

3.4 Persistence of Forest Change

In addition to the 16-day Z-score and trend analysis forest disturbance datasets up-
dated every 8 days, the temporal persistence of apparent changes in forest conditions
is used to generate a CONUS-wide disturbance persistence product, which is devel-
oped by combining the results of the last three 16-day compositing period RTFD
change products. To eliminate noise from the change products for the individual
compositing periods which arise from persistent cloud cover and other MODIS
data ephemera, a classification scheme was developed which combines the num-
ber of times a pixel was apparently disturbed in the last three compositing periods
with different levels [standard deviations] of departure from expected RTFD values.
The Persistence of Disturbance data product is made up of three basic classes: (1)
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a 

b 

c 

Fig. 3 Trends are derived by comparing pixel values from a 5 year stack of MODIS-derived green-
ness values (a). Linear regression model slope is mapped to represent trends in forest conditions,
wherein a negative slope relates to a decline in greenness over time (b), and a positive slope is
indicative of an increase in greenness over time (c)

persistent detectable disturbance, (2) persistent moderate disturbance and (3) persis-
tent severe disturbance. These classes are based on a combination of the temporal
persistence and the degree of departure from normal greenness. To be flagged as
disturbed in the disturbance persistence raster layer, a pixel must have a value at
least one standard deviation lower than the expected value for at least the last two out
of three compositing periods. Successively more disturbed pixels that have RTFD
values more than two standard deviations lower than the expected value in two or
all three compositing periods are displayed in successively hotter colors. Figure 4
shows the difference between a single 16-day composite product and a three date
persistence product.

4 Results

Comparison of the Z-score and linear trend analysis approaches for detecting and
tracking forest changes confirms the premise that the Z-score method is preferable
to identify rapid onset forest changes such as defoliation events typical in the eastern
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a 

b 

Fig. 4 Differences in the graphical appearance are readily apparent between a a 16-day Z-score
forest change data from August 13–28, 2012 and b a three-date persistence forest change data
product integrating data from July 28 through August 28, 2012 over an area in Central Oregon
affected by a pine butterfly (Neophasia menapia) defoliation event. The persistence data product
represents a cleaner, yet more spatially conservative, view of the defoliation event while highlighting
the geographical “hotspot” of this forest disturbance

deciduous biome, whereas trend analysis is more suited for spatially characteriz-
ing gradual forest degradation and mortality events such as bark beetle infestations,
which are more typical in the western coniferous biome. Comparison of these two
remote sensing change detection approaches is facilitated by examining the for-
est change data products created in 2013 for different types of forest disturbances
occurring in Colorado (Fig. 5), Utah (Fig. 6), and Pennsylvania (Fig. 7).
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Fig. 5 Conifer decline and mortality related to drought and bark beetle activity in the front range of
the Rocky Mountains in Colorado is well represented using trend analysis of MODIS data obtained
between 2009 and 2013, whereas this forest decline is not detected using a change detection which
compares Z-scores over two time periods. Aerial survey (IDS) polygon data corroborate the trend
analysis results

Fig. 6 Forest decline and mortality in the North Slope of the Uinta Mountains is well portrayed
using trend analysis of MODIS data obtained between 2009 and 2013, whereas this forest decline
is not detected using a change detection which compares Z-scores over two time periods. Aerial
survey (IDS) polygon data corroborate the trend analysis results

5 Forest Change Data Delivery

The FHTET Forest Disturbance Monitor (FDM) is a web-based forest disturbance
data delivery system designed specifically for the forest insect and disease survey for
state, private, and National Forest end-users. This web application has been devel-
oped so that the FHP survey community may interact with the RTFD raster datasets
to evaluate potential forest disturbances over large areas, thereby providing timely
information for aerial survey resource allocation (Fig. 8). The forest disturbance
products mapped with 250 m spatial resolution are created from 16-day MODIS
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Fig. 7 A gypsy moth defoliation event that occurred in June and July of 2013 is quite evident in
the Z-score forest change product which compares average forest conditions in 2010–2012 with
forest conditions during an anniversary date range in 2013. This defoliation event is not detected
very well by an analysis of trend in forest conditions between 2009 and 2013. Aerial survey (IDS)
polygon data from 2013 corroborate the results of the Z-score analysis

Fig. 8 View of the FDM web mapping application graphical user interface
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Fig. 9 Illustration of the three-step process for the FDM user interface

composites updated every 8 days. The FDM application is integrated into overall
forest health monitoring activities, and enhances the ability to allocate and plan
aerial and ground forest health survey missions. The FDM graphical user interface
(GUI) facilitates an intuitive three-step process that allows the user to: (1) quickly
scan and assess large areas for potential forest disturbances; (2) create spatial forest
disturbance signatures using the FDM disturbance composite threshold tool; and (3)
create screen digitized, downloadable data that can be used in aerial and ground
survey missions as well as GIS analysis (Fig. 9). Key functionalities of the FDM
also include the capacity to create and download spatial data to upload into Digital
Aerial Sketch-mapping (DASM) units, usage in ground survey units such as pads
and/or mobile units, or use in GIS analysis and map making. Additionally, the FDM
contains data layers such as past IDS data, drought and past disturbances from fire,
storm damage, and land use changes that can be leveraged for decision support.

The first step in the FDM process is to examine the Persistence of Disturbance
data. These data serve as the initial targeting layer allowing the user to quickly locate
potential forest disturbance over a wide area, and acts as a reference for thresholding
the continuous disturbance data. Compared to the continuous forest disturbance data
(Disturbance Composite in the FDM), the persistence of forest disturbance data
represents a more conservative spatial estimate of a potential forest disturbance. An
important advantage of the persistence of change data is that the incidence of false
positives related to atmospheric contamination and other data ephemera is reduced.
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Fig. 10 Explanation of the disturbance data histogram manipulated using the threshold slider bar
in Step 2 of the FDM process to create forest disturbance signatures

The second step in the FDM process involves direct interaction with the 3-year
Z-score and 5-year trend analysis data products using the FDM Histogram Threshold
Tool (Fig. 9). This tool is used to develop forest disturbance signatures by reclassi-
fying the continuous Z-score and trend analysis Disturbance Composite data in real
time. The thresholding is accomplished by adjusting the left and right slider located
just under the histogram graphic tool. Any adjustment made to the histogram slider
is updated immediately in the viewer allowing the user to quickly create a distur-
bance signature that best represents the potential disturbance area. All pixels that
fall within the adjusted range between the left and right slider are displayed in the
viewer frame. Because these forest change data products are delivered to the FDM
as “below-normal” (lower than expected Z-score results and negative slope trend
analysis results) data stretched to an 8-bit value range, the actual data values are only
meaningful on an interval scale. The data rescaling enhances the signal for the neg-
ative departures from expected (“normal”) forest health conditions, and allows finer
thresholding for the classification of apparent forest disturbances. Different levels
of departure from normal forest conditions are located at different positions within
the disturbance composite histogram (Fig. 10). The FDM Histogram Threshold Tool
allows the user to select specific threshold ranges that best represent a potential forest
disturbance. The severity of forest damage varies for different types of forest distur-
bances, as does the threshold range that best captures these disturbances in the forest
disturbance data. Histogram positions located toward the left-hand tail have a much
greater departure from an expected forest health condition, and represent areas of se-
vere disturbance such as fires, storm damage and extreme insect and disease activity.
Similarly, moderate severity disturbance values are typically found near the middle
of the data histogram, and the more subtle or detectable disturbances are associated
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with the right side shoulder portion of the histogram. The data user may also choose
to examine a similar forest change dataset produced by Eastern Forest Environmental
Threat Assessment Center (EFETAC) and NASA personnel (Hargrove et al. 2009)
during this step.

In the third step, the user creates generalized polygons around the area of poten-
tial disturbance using the (thresholded) forest disturbance areas as a guide. These
polygons are downloaded and utilized in the DASM systems that are used onboard
aircraft during aerial survey missions. These polygons contain attribute data based
on the disturbance data including the creation date, the data source, the name and
date range of the disturbance composite data, and the threshold range. The user may
also assign additional attributes, such as the rationale for the polygon’s delineation,
and the hypothesized (or verified) causal agent of disturbance.

6 Discussion

The unique mission of the RTFD program is to produce timely forest disturbance
detection spatial data specifically for use by the FHP and S&PF forest health survey
to improve aerial and ground detection planning efficiency. The RTFD program has
been providing spatial data to this community since 2009, and has been incorporated
into the FDM web application since 2010. The RTFD data production and FDM
web-based application are designed to work in concert with each other to provide a
vertically integrated and seamless service to the FHP and S&PF forest health survey
community, and are continually evolving based on new technologies, user require-
ments, and data improvements. A principal lesson learned over the past 5 years of
RTFD implementation is that a one-size-fits-all approach is not optimal for identi-
fying the myriad of disturbance types observed across the forests of the continental
United States. Specifically, a statistical (Z-score) two-date change detection approach
is more effective for identification of quick and severe changes in forest health or
condition (such as deciduous forest defoliation events), whereas trend analysis is ap-
parently a more optimal approach to detect and track slowly developing degradation
and mortality events in coniferous forests such as bark beetle or drought.

The relatively coarse spatial resolution of MODIS data and remnant atmospheric
noise often found in these image data impede very accurate mapping of sometimes
subtle forest disturbances. The RTFD datasets instead attempt to identify larger
area (> 64 acres) ‘hotspots’ of apparent forest change. Moreover, an attempt is
made to limit the amount of false positives (commission error) in these change data,
sometimes at the expense of an increase in the amount of omission error in these data.
The danger is that too many false positives in these data may lead the RTFD user
community to tend to disregard the value in these data, which would consequently
limit the efficacy of the entire RTFD program. The implementation of categorical
data describing the persistence of forest disturbance has proven to be quite useful as
both a spatially and graphically conservative estimate of forest disturbances. When
combined with the continuous disturbance data from the individual compositing
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periods using the tools available in the web-based FDM, these data sets provide
timely and powerful information to the RTFD user community.

The overarching goal of the RTFD program is not to produce spatially accurate
maps of forest disturbances, but rather to deliver as rapidly as possible spatial data
that serve as an alarm to personnel with local knowledge and access so that they
can obtain more detailed information (both spatial and causal) regarding a forest
disturbance event. With a primary aim to be as time-sensitive as possible with respect
to the delivery of these spatial data, our desired timing is to have the RTFD forest
change data available for consumption on the FDM web mapping application within
3 days after the end of a MODIS compositing period. Creation of the MODIS image
data composites begins at midnight of the last date of the compositing period, and
the goal is to have this processing completed within 2 days afterward. The analysis
which is then performed on these data to produce forest change spatial data should
ideally be completed and delivered to the FDM web mapping application within 3
days after the end of a compositing period. Actual performance for the 2014 growing
season indicates that this goal has been achieved, with an mean data delivery time
of 2.7 days (range = 2–6 days; StdDev = 1.2 days). Weekly updates of RTFD forest
change data delivered in a timely manner help IDS survey specialists to monitor
forest disturbances throughout the field season. Areas of interest can be selected to
target specific areas that have potential insect and disease issues for an ADS survey.
The IDS specialist can fly these areas to confirm these target areas and sketchmap
the fine scale boundaries for the disturbance agent.
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Abstract

NASA’s Land, Atmosphere Near real-time Capability for EOS (Earth Observing
System) (LANCE) supports users interested in monitoring and analyzing a wide
variety of natural and man-made phenomena in Near Real-Time (NRT). This
chapter provides descriptions of how LANCE products are being used and key
lessons learned about delivering these products to end-users. The applications of
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LANCE data and imagery described in this chapter include: agricultural moni-
toring, volcano monitoring, aerosol forecasting, short-term weather forecasting,
supplying ships with ice conditions, planning flights near hurricanes, monitoring
air quality, and the use of fire email alerts to warn of illegal fires in protected
forests.

Keywords

NASA · LANCE · Near real-time · AIRS · AMSR-E · MLS · MODIS · OMI ·
Worldview · FIRMS · Agricultural monitoring · Volcanic activity · Aerosol
forecasts · Short-term weather forecasting · Sea-ice conditions · Hurricanes ·
Air quality · Fire

1 Introduction

LANCE provides near real-time data and imagery for over 70 products from MODer-
ate Resolution Imaging Spectroradiometer (MODIS), Atmospheric Infrared Sounder
(AIRS), Microwave Limb Sounder (MLS) and Ozone Monitoring Instrument (OMI).
Scientists, operational agencies, government and non-government organizations use
LANCE products for a wide range of purposes. This chapter provides examples of
these applications and summarizes key lessons learned about delivering products
to end-users. An overview of the LANCE system and a description of the LANCE
services used to distribute data and imagery is provided in Chap. 8.

2 LANCE Services

LANCE products are primarily distributed as Hierarchical Data Format (HDF) data
files for analysis and as imagery for visualization. In addition, MODIS active fire
data are provided through the Fire Information for Resource Management System
(FIRMS). LANCE services include: FTP/HTTPS file distribution, Rapid Response
(RR), Worldview, Global Imagery Browse Services (GIBS) and FIRMS. These
services are described in Chap. 8 on LANCE, and summarized in Table 1.

3 Use of LANCE Products

This section describes eight examples of how LANCE products are used. The use
of Near Real-Time (NRT) satellite-derived products is a relatively new field; the
examples described in this chapter, and summarized in Table 2, serve to illustrate the
broad utility of NRT products across a range of disciplines.
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Table 1 LANCE services

LANCE service NRT product Targeted user/Use

Data Download data FTP/HTTPS
file distribution

HDF data files Remote sensing
experts, scientists

FIRMS
FTP/HTTPS

MODIS active fire data.
File formats: TXT, SHP

Fire/natural
resource managers,
conservationists

Data via
subscription

HDF HDF data files Remote sensing
experts, scientists,
and modelers who
want data daily

FIRMS fire
email alerts

MODIS-derived
hotspot/active fire
location coordinates with
optional map (Format:
NRT, daily or weekly
alerts with CSV file)

Notification of
hotspots/fires in
user-specified area.
Fire managers and
field
staff/practitioners

Visualize Rapid response
imagery

Subsets GIS-ready satellite data.
MODIS geo-referenced,
geographically subsetted
images

For rapid
assessment of same
area on multiple
days. Excellent in
poor bandwidth
areas

MODIS NRT
(orbit swath)
images

Swath images for each
5-min interval for
MODIS data

Quick look prior to
granule (data)
download

Gallery images Geo-referenced MODIS
imagery for interesting
events and phenomena in
GIS compatible format

Public outreach and
Media: press, blogs
and social media

All LANCE
imagery

Worldview Imagery from AIRS,
MLS, MODIS and OMI.
Image subsets as JPEG,
PNG, GeoTIFF and
KMZ

Google maps type
tool to interactively
browse and
download global
imagery as well as
search for
underlying data
through the EOS
clearing house
(ECHO)

GIBS Imagery via standard
services e.g. Web Map
Tile Services (WMTS),
Tiled Web Map Service
(TWMS) and KML

Web mapping,
geographic
information system
(GIS), and mobile
applications

MODIS fire
data

FIRMS web
fire mapper

Interactive global web
map service for MODIS
hotspot/active fire data

Understanding fire
patterns over time
for any area/date
query
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Table 2 Use of LANCE: Summary of examples described in this chapter

Application LANCE NRT
Product

Organization
accessing products
from LANCE

Use/End users

Global agricultural
monitoring

MODIS HDF data Global Agricultural
Monitoring
(GLAM) UMD

USDA—FAS, agricultural
monitoring systems in
Europe, China, UN FAO

Monitoring
volcanic clouds and
detecting
pre-eruptive
volcanic degassing
globally

OMI HDF data
(SO2 and aerosol
index)

UMD, and NOAA
OSPO

Support to aviation control
-US FAA, European SACS.
Airlines receiving
advisories for operational
decisions. USGS volcano
observatories, VAACs

Aerosol forecasts MODIS HDF data Scientists at GSFC NASA aircraft campaigns

Short-term weather
forecasting

AMSR-E HDF SPoRT at NASA
MSFC

NWS forecast offices

Getting the latest
ice conditions to
ships in Antarctica

MODIS rapid
response imagery

Polar Geospatial
Center

US Antarctic program’s
science ships and research
vessels

Planning optimal
flights near
hurricanes

MODIS and AIRS
imagery in
worldview

Hurricane and
severe storm
sentinel mission

NASA GSFC, HS3 mission

Air quality decision
support assessments

GIBS imagery US EPA
AirNow-Tech
Navigator

Air quality monitoring
agencies and air
monitoring/forecasting
community

Identifying illegal
burning within
protected forests

FIRMS fire email
alerts

FCD, Belize Park staff/Friends for
Conservation and
Development

3.1 NRT Data: HDF Files Distributed by FTP and HTTPS

3.1.1 MODIS Data for Global Agricultural Monitoring
Monitoring global agricultural production from space was made possible with the
launch of the Earth Resources Technology Satellite (ERTS-1) (later renamed Landsat
1) in the 1970s and subsequently in the early 1980s with the Advanced Very High
Resolution Radiometer (AVHRR) on the NOAA satellite series. Techniques for agri-
cultural monitoring using remote sensing were developed through the joint NASA-
United States Department of Agriculture (USDA) Large Area Crop Inventory Exper-
iment (LACIE) and later, the joint program for Agriculture and Resources Inventory
Surveys Through Aerospace Remote Sensing (AgRISTARS) Program. Time-series
observations from the AVHRR using the Normalized Difference Vegetation Index
(NDVI) proved to be extremely useful for monitoring vegetation, crop development
and condition during the growing season at national to global scales (Justice et al.
1985; Tucker et al. 1981). Significant improvements for vegetation monitoring came

diane.k.davies@nasa.gov



The Use of NASA LANCE Imagery and Data for Near Real-Time Applications 169

Fig. 1 LANCE MODIS NDVI data available through GLAM interface within 24 h of last date
composite

with the MODIS instrument (Justice et al. 2002). The USDA Foreign Agricultural
Service (FAS), which undertakes global agricultural production monitoring, uses
global satellite data as one of their inputs. MODIS Vegetation Index data were in-
corporated into the FAS Crop Explorer through the Global Agriculture Monitoring
(GLAM) System (Becker-Reshef et al. 2010). The requirements for agricultural
production monitoring are time-sensitive. The MODIS Adaptive Processing System
(MODAPS) which generates the MODIS data primarily for land-science users waits
for all data to be available before processing NDVI composites, which results in de-
layed availability (Masuoka et al. 2011). The development of the NRT MODIS data
from the LANCE system provided a significant improvement in timeliness of deliv-
ery critical for agricultural monitoring. These LANCE data have been integrated into
the GLAM system and NDVI composites are provided to USDA as well as to the in-
ternational agricultural community within 24 h of the last day of composite. Research
is being developed to extend the use of NRT MODIS data for estimation of crop yield
(Becker-Reshef et al. 2010). In addition to the USDA FAS system, there are other
global agricultural monitoring systems in Europe, China and at the United Nations
Food and Agriculture Organization (UN FAO), which are coordinated through the
G-20 GEOGLAM initiative of GEO (Group on Earth Observations). All of these
systems use MODIS data and take advantage of the LANCE system to access them.
Efforts are underway to make the case for a similar NRT capability to be generated
from the Suomi National Polar-orbiting Partnership (S-NPP) Visible Infrared Imager
Radiometer Suite (VIIRS) system providing continuity with MODIS data (Justice
et al. 2013) (Fig. 1).
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3.1.2 OMI Data for VolcanoMonitoring
OMI Sulfur Dioxide (SO2) and Aerosol Index products from LANCE are used in
monitoring volcanic clouds and detecting pre-eruptive volcanic degassing globally
(Carn et al. 2008; Krueger et al. 2009). This information is used to support the
US Federal Aviation Administration (FAA) goal of a safe and efficient national
air space. NRT observations of SO2 and volcanic ash are incorporated into data
products compatible with decision support tools in use at Volcanic Ash Advisory
Centers (VAACs) in Washington and Anchorage and at the United States Geo-
logical Survey (USGS) Volcano Observatories. The VAACs provide Volcanic Ash
Advisories to airlines for their operational decisions. This information includes the
location and forecasted movement of the visible ash clouds. The data are pulled
from LANCE by NOAA National Environmental Satellite Data and Information
Service (NESDIS), Office of Satellite and Product Operations (OSPO)—Satellite
Products and Service Division (SPSD) and fed in to an operational OMI NRT SO2

image and data products distribution system, that was developed between 2007 and
2010 in a NASA sponsored collaboration between University of Maryland, Balti-
more County and the NOAA SPSD. This system creates automated volcanic eruption
alarms that are sent to the Washington andAnchorageVAACs, and produces volcanic
cloud subsets for multiple regions of interest. These are provided through the web-
site: http://satepsanone.nesdis.noaa.gov/pub/OMI/OMISO2/index.html. This site
provides access to different graphical products derived from OMI, intended to facil-
itate rapid access to global volcanic cloud data. Detailed maps of volcanic regions
are provided to show degassing activity, which is useful for monitoring emissions
that may be a precursor to eruptive activity (Carn et al. 2008). OMI NRT SO2 data
from LANCE are also ingested into a European support to aviation control service
web site: http://sacs.aeronomie.be/nrt.

When the automated system detects an SO2 cloud, an alert is sent out to hundreds
of subscribers via email. Public web alerts are also automatically generated and can
be viewed at http://so2.gsfc.nasa.gov.

3.1.3 GEOS-5 Global Aerosol Forecasting System
Aerosols are tiny airborne particles that affect climate through the absorption and
scattering of solar and thermal radiation, which affects cloud and precipitation for-
mation. Aerosol is also a common type of air pollution, affecting health, transporting
pollution across international borders and across the oceans. Scientists at NASA
Goddard Space Flight Center (GSFC) have developed a computer model for ingest-
ing satellite data to provide global NRT forecasts of common aerosol types such
as desert dust, salt from the oceans, smoke from fires, sulfates from volcanoes and
particulate matter pollution.

The Goddard Earth Observing System Model, Version 5 (GEOS-5) is the latest
version of the NASA Global Modeling and Assimilation Office (GMAO) Earth sys-
tem model. The aerosol module in GEOS-5 is based on a version of the Goddard
Chemistry, Aerosol, Radiation, and Transport (GOCART) model (Chin et al. 2002)
and source and sink processes are modeled for dust, sulfate, sea salt, and black and
organic carbon aerosols. Figure 2 depicts a sample initial condition for the aerosol
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Fig. 2 GEOS-5 aerosol optical depth analysis valid 12 UTC on May 29, 2013 for dust, sea
salt, back carbon and sulfate aerosols. These images are available on the GEOS-5 WMS server:
http://www.map.nasa.gov/cgi-bin/viewer.cgi?project=e572.inst1_2d_hwl_Nx

forecast starting on 12 UTC May 29, 2013 based on NRT satellite data provided by
LANCE.

NRT MODIS data provided by LANCE plays a critical role in the GEOS-5 aerosol
forecasts. Daily biomass burning emissions are derived from MODIS radiative power
retrievals (Darmenov and da Silva 2013) and cloud-cleared MODIS reflectances are
the main ingredients of the aerosol forecasting and data assimilation system.

The GMAO runs the global GEOS-5 Data Atmospheric Data Assimilation sys-
tem in near real-time, producing twice daily 5 day forecasts with a nominal
spatial resolution of 25 km. These forecasts have been used to support numer-
ous NASA aircraft campaigns (e.g., CRAVE, TC4, ARCTAS, TIGERZ, GLOPAC,
DISCOVER-AQ,ATTREX, HS3; more information on these campaigns can be found
at: http://www.espo.nasa.gov/missions.php). A number of recent studies highlight
the application of GEOS-5 with GOCART aerosols (Nowottnick et al. 2010, 2011;
Colarco et al. 2010; Aquila et al. 2012; Randles et al. 2013; Bian et al. 2013).
GEOS-5 forecast data files and images are available on-line from the GMAO website
(http://gmao.gsfc.nasa.gov).

3.1.4 AdvancedMicrowave Scanning Radiometer Data for Short-Term
Weather Forecasting

Spaceborne passive microwave radiometers have been observing the Earth in near
polar, sun-synchronous orbits since the 1970s with the launch of the Electronically
Scanning Microwave Radiometer (ESMR) aboard the Nimbus-5 satellite. Over the
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last 40+ years a series of US satellites have carried increasingly more sophisti-
cated instruments. They include the Scanning Multichannel Microwave Radiometer
(SMMR), Special Sensor Microwave Imager (SSM/I), Special Sensor Microwave
Imager Sounder (SSM/IS) and the Advanced Microwave Scanning Radiometer for
Earth Observing System (AMSR-E). Launched in 2002, the AMSR-E flew aboard
the NASA Aqua satellite. After over 9 years of service, the AMSR-E instrument
failed in Oct 2011, but not before the LANCE system was able to demonstrate cases
where NRT uses of passive microwave data were beneficial to the weather forecasting
community. Fortunately, the Japan Aerospace Exploration Agency (JAXA) operates
a similar instrument, the Advanced Microwave Scanning Radiometer-2 (AMSR2),
launched on the Global Change Observation Mission—Water (GCOM-W1) satellite
in May 2012. LANCE is planning to ingest and process AMSR2 data in NRT.

AMSR-E was designed to detect water in all its state phases (ice, water, vapor) in
the environment. As such, the AMSR-E instrument monitored the water processes
that exert a strong influence on climate and weather. The environmental properties
that can be measured by AMSR-E include precipitation, oceanic water vapor, cloud
water, near-surface ocean wind speed, sea surface temperature, soil moisture, snow
cover, snow water equivalent, sea ice concentration and sea ice speed and direction.
AMSR-E provided global coverage of the Earth’s surface and atmosphere from its
near-polar orbit aboard the Aqua satellite. The steady stream of data were continually
downlinked and distributed through LANCE, which is managed by NASA Earth
Science Data and Information System (ESDIS) project (see LANCE Chap. 8).

The Short-term Prediction Research and Transition (SPoRT) Center at the NASA
Marshall Space Flight Center (MSFC) used theAMSR-E products to provide a variety
of geophysical products to the National Weather Service (NWS) forecast offices.
The SPoRT Center is a research to operations focused project whose objective is
to provide the end-to-end transition of modeling and data assimilation techniques,
nowcasting tools, and NASA satellite derived data products for improved short-term
weather forecasting (Jedlovec 2013). SPoRT works closely with the NWS to provide
new applications and data sets that can be incorporated into the NWS forecasters
procedures for developing their short-term forecasts. SPoRT used the AMSR-E data
sets to provide weather products to help diagnose convective weather events.

SPoRT collaborated with NWS to identify and provide NRT AMSR-E estimated
rainfall rates and the percentage of convective storms to the forecasters. An exam-
ple of the use of NRT AMSR-E is depicted in Fig. 3. This figure shows a strong
line of thunderstorms passing through the southeastern U.S. on 10 December 2008.
Figure 3a identifies the instantaneous rain rates and Fig. 3b highlights which of the
storms are convectively active. The highest convection and the heaviest rains are con-
centrated along the cold front, particularly in west-central Alabama and east-central
Mississippi. The NWS forecasters use these products to analyze current conditions
and to improve prediction (in weather forecast models) of clouds and precipitation.
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Fig. 3 AMSR-E microwave observations “see” through the cloud cover to identify areas of the most
intense rainfall. AMSR-E products show estimated rainfall rates (a) and (b) convective percent of
storms on 10 December 2008. Colors indicate rainfall rates in excess of 1 in/h and identify the
strongest convective cells along the leading edge of the front

3.2 Rapid Response Imagery: Supplying Ships in Antarctica Ice
Conditions Information

Rapid Response images are regularly seen in press releases and on television for
newsworthy events but they are useful for a wide range of applications. This example
comes from long-time users at the Polar Geospatial Center (PGC) that routinely use
NRT MODIS imagery, along with other remotely sensed datasets, to provide ships
and stations in the Antarctic with up-to-date information on sea ice conditions.

Antarctica is covered by the world’s largest ice sheet and surrounded by sea ice.
The sea ice is very dynamic and changes day-to-day and hour-to-hour. The US
Antarctic Program has two science vessels, a resupply container ship, a fuel tanker
and an icebreaker—to allow resupply access to McMurdo station. When conditions
are challenging, the US Antarctic Program’s Antarctic Research and Supply Vessels
ask PGC for imagery and maps outlining the location and type of sea ice in their area.
This information needs to be current and delivered rapidly to ships and stations with
limited internet connectivity. To obtain the most up-to-date maps of sea ice, the team
at PGC use the latest MODIS image, created by combining information from bands
3, 6, and 7 (Fig. 4) that differentiates clouds from snow and ice, and overlay it with
other imagery. The final maps are provided to the captain and science teams onboard
the research vessel. With this information a research vessel can plot a route that will
save time and money and meet science goals by avoiding the need to reduce speed
to maneuver around sea ice. MODIS NRT images are routine but critical source of
information used by the US Antarctic Program fleet.
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Fig. 4 Map of sea ice in the Antarctic on January 19, 2012. Using a Rapid Response MODIS
image combining bands 3, 6, and 7 it is possible to differentiate sea ice from clouds. Red shades
indicate ice, while tan shades indicate clouds. Such information can be overlaid in Polar View
(http://www.polarview.org), an earth observation portal that combines the latest satellite imagery
for the poles. These data are routinely used to help ships safely plot their course through icy waters.
Image credit: Paul Morin. (originally reproduced in Murphy et al. 2012)

3.3 Worldview: Planning Optimal Flights Near Hurricanes

As described in Chap. 8, Worldview (https://earthdata.nasa.gov/worldview) was
originally designed as an interactive map client tailored to the NRT applications
community. An example of this within NASA is the Hurricane and Severe Storm
Sentinel (HS3), a 5-year airborne investigation to study the processes that govern
hurricane formation and intensification. HS3 uses a pair of Global Hawk unmanned
aerial vehicles (UAVs) equipped with scientific instruments to measure both the
large-scale environment around a storm and the internal processes within the storm
itself. Of particular interest is the effect of the Saharan Air Layer—a dry, warm, and
dusty air mass—on hurricanes in the Atlantic basin.

While HS3 is an airborne mission designed to collect data within and in close
proximity to a hurricane, NRT satellite data plays an important role in deciding
exactly where the aircraft should fly. In particular, the ability to interactively examine
satellite observations of aerosols, humidity, and clouds in the vicinity of a storm can
be critical for pre-flight and in-flight route adjustments based on the most recent data
available.
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Although the system was not fully operational in time for HS3’s first deployment
in 2012, the potential of using LANCE data fed into Worldview/GIBS can be illus-
trated using the case of Hurricane Nadine, a long-lasting storm that was active from
September 10—October 3, 2012, and heavily sampled by HS3. The HS3 team began
planning for a September 11–12 flight into Nadine as early as September 8. Between
September 9 and 11 (Fig. 5), a major dust outbreak from the Sahara was moving
rapidly westward on the eastern and northern sides of the cloud system that became
Nadine. MODIS Aerosol Optical Depth (AOD) and numerical weather prediction
data were used to estimate the likely extent of the Saharan Air Layer for the day of
flight and to design a flight pattern that both sampled the storm and the portion of
the Saharan air closest to the storm (Fig. 6). With the addition of AIRS temperature
and humidity data in 2013, the HS3 team will be making Worldview/GIBS a core
tool in their forecasting and flight planning processes for their deployments in 2013
and 2014.

3.4 GIBS: Providing Imagery to EPA AirNow-Tech Navigator

As described in Chap. 8, GIBS is a relatively new Earth Observing System Data
and Information System (EOSDIS) capability that provides NRT imagery through a
set of standard services that can be used in a variety of desktop, online, or mobile
mapping tools. An illustration of this is the integration of GIBS into AirNow-Tech,
a decision support system developed by the US Environmental Protection Agency
(EPA). The EPA’s AirNow program provides the public with easy access to national
ambient air quality. The publicAirNow.gov website uses theAir Quality Index (AQI),
a standardized index for reporting air quality based on health effects for ground-level
ozone (O3), fine particulate matter (PM2.5), and other pollutants.1 AirNow.gov pro-
vides NRT hourly AQI conditions and daily AQI forecasts with maps of interpolated
AQI levels on national, regional, and local spatial scales.

AirNow-Tech, is a password-protected, interactive website and decision sup-
port system for managing ambient air quality and meteorological data submitted
to AirNow. AirNow-Tech is a data management tool for air monitoring agencies and
includes an analysis tool for querying and mapping air quality and meteorological
information across agencies. Access to AirNow-Tech is available to all partner air
monitoring agencies and other technical users in the ambient air monitoring and
forecasting community (e.g., multi-state organizations, EPA staff, and third-party
scientists). Sonoma Technology, Inc. (STI) operates AirNow and AirNow-Tech for
the EPA.

AirNow-Tech Navigator (hereafter, Navigator) is an interactive spatial analy-
sis GIS tool within AirNow-Tech that allows users to display spatial plots of air
quality data and surface weather conditions. Navigator uses standardized geospatial
web services; such as Open Geospatial Consortium (OGC) compliant Web Mapping
Services (WMS) and Web Mapping Tile Services (WMTS), to display air quality and

1 For more information about the AQI, go to http://www.airnow.gov.
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Fig. 5 Sept. 9–11, 2012 in NASA worldview displaying Hurricane Nadine as observed from the
Terra and Aqua spacecraft; the MODIS corrected reflectance product provides the “true color”
imagery while MODIS aerosol optical depth (orange) shows a large dust plume

diane.k.davies@nasa.gov



The Use of NASA LANCE Imagery and Data for Near Real-Time Applications 177

Fig. 6 A typical “lawnmower” flight track (green line) to be used by HS3 to sample the environment
of a storm superimposed over Worldview’s display of Hurricane Nadine on September 12, 2012.
The flight track is designed to examine the extent to which the Saharan air gets wrapped into the
storm circulation

meteorological data, smoke plumes, and fire locations. The AirNow user community
expressed a strong desire to integrate NASA satellite data into Navigator. With NASA
Applied Sciences funding, EPA and STI collaborated with LANCE to incorporate
two satellite data sets into Navigator using a WMTS from GIBS, the AOD and True
Color imagery from MODIS.

The near real-time capability of GIBS provides Navigator users with a tool to
overlay MODIS products, surface air quality and meteorological data, fire location
information, and trajectory data on one plot for quick multi-layer analysis of past
and current air quality conditions. For example, on July 4, 2012 (Fig. 7), moderate
air quality concentrations for PM2.5 were observed in southeastern Minnesota. The
addition of NASA satellite data from GIBS allows air quality forecasters to overlay
NASA MODIS True Color and AOD imagery, trajectory, surface concentration data,
and fire locations. GIBSAOD imagery allowed air quality scientists to determine that
visible smoke likely played a role in increasing PM2.5 concentrations to moderate
levels in Minnesota on that day.
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Fig. 7 Screenshots from AirNow-Tech navigator of a visible smoke event on July 4, 2012. Data
displayed are: 24-h average PM2.5 concentrations (dots, color-coded based on theAQI); fire locations
from NOAA’s Hazard Mapping Service (HMS; red triangles); 24-h forward HYSPLIT trajectory
ending on July 4, 2012, at 100 m above ground level; NASA GIBS MODIS true color imagery (left)
and Aerosol Optical Depth (right) from the Aqua satellite
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3.5 FIRMS Fire Email Alerts: Monitoring Protected Forests in Belize

The Fire Information for Resource Management System (FIRMS) fire email alerts
are sent in English, French and Spanish to individuals working in government and
non-government organizations in over 120 countries. The fire alerts are used by
natural resource managers, policy makers, and scientists to support decision making
in a number of applications including protecting forests from illegal slash and burn
farming, prioritizing limited resources for strategic fire management, supporting
tactical fire management (improving location knowledge of a fire) and identifying
the source of smoke plumes for air quality management.

In Belize, the non-profit group Friends for Conservation and Development (FCD)
uses the fire alerts to help monitor the Chiquibul National Park, on the border with
Guatemala. It is the largest protected forest in Belize and home to the biggest Mayan
archaeological site in the country. The fire alerts warn of possible encroachments
across the border and into the forest by local Guatemalan farmers and are used
by FCD to prioritize their limited resources for aerial and ground reconnaissance.
The 264,000-acre park is home to a rainforest that is not prone to naturally caused
fire therefore detected fires are likely to be caused by humans. Fires in this fragile
rainforest often indicate clearing for agriculture. Slash and burn farming can lead to
large gaps in the forest canopy, which disturbs the moisture-dependent ecosystem
and sometimes leads to irreversible changes in the forest cover. When hotspots/fires
are reported in remote areas far from forest trails, FCD sends a plane and spotter for
reconnaissance purposes. Knowing the coordinates of a detected fire, just 3 h after
satellite overpass is very valuable information for this conservation effort (Vizcarra
2012).

4 Key Lessons Learned

As mentioned in Chap. 8, LANCE is managed by ESDIS and steered by a User
Working Group (UWG). Recommendations from the UWG and feedback from users2

guide the development of LANCE. End user lessons learned are summarized here:

• Interactions with end users indicate they want NRT data and imagery to be easy
to find, freely available, and in easy to use formats. This finding is not new but it
is one that is regularly revisited as technologies improve.

• End users want to integrate imagery with other geographic data without the
overhead of having to ingest and stage data. Mashup maps, a combination of
geographic datasets from various sources brought together for viewing on the
Internet as a new map, are increasingly popular. GIBS are empowering users to
deploy map mashup solutions or pull the latest imagery into their desktop, mobile

2 Correspondence and informal interviews with users and feedback from users through the NASA
EOSDIS User Support Tool.
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or online mapping tools (as shown in the EPA example in Section 3.4). GIBS’
reliance on open imagery standards such as the WMTS and Keyhole Markup
Language (KML) are a key factor in the growth of NRT imagery access.

• Some users want information not data. Where feasible, catering to this requirement
will result in uptake by users who would probably not otherwise access satellite
data. For example, the FIRMS email alerts provide information only when a fire is
detected in a user-defined area of interest. Gallery images or book marked events
in Worldview also go a long way to meeting this ‘information’ requirement—
particularly when shared as part of a blog/social media or a popular article.

• File size is particularly important for users with low bandwidth, Rapid Response
subset images and Worldview image downloads currently make up the bulk of
files downloaded from LANCE. This is because they effectively ‘bookmark’user-
requested geo-referenced images that are relatively small and easy to download.

• Scientists studying geophysical events in NRT appreciate the capability to view
full resolution browse imagery to rapidly assess situations (for example, to identify
the source of a dust plume) and to help decide which data granules to download.
The ability to browse full resolution imagery in Worldview and then download
underlying data from the EOS Clearing House (ECHO) provides a convenient
method for search and order.

• It is important to manage user expectations of what can and cannot be seen in the
NRT products. For example, an appreciation of the spatial resolution of dataset
is important; users are accustomed to being able to zoom into high-resolution
imagery in clients such as Google Earth. This can leave some users frustrated as
MODIS imagery has maximum spatial resolution of 250 m, with most products
at 500 m, 1, 5 and 10 km. Other instruments have lower resolutions, such as
OMI at 25 km and AIRS at 11 and 37 km. To some extent, the frustration can be
allayed through explanations on the website and Frequently Asked Questions. In
the future, integration of co-incident high and moderate resolution data will also
ease this frustration for users.

• Confidence in a satellite-derived product is linked to a users experience; educating
users about the potential and limitations of a dataset will improve this experience.
For example the MODIS hotspot/fire detections, distributed through FIRMS are
provided as coordinates that represent the center of an approximately 1 km pixel,
flagged as containing one or more hotspots/fires within that pixel. The “location”
is the center point of the pixel, not necessarily the coordinates of the actual fire—a
fact that needs to be kept in mind when a user is in the field looking for a fire.

• Exposure to sample products or case studies is likely to increase uptake and
usage (Trigg and Roy 2007). Users need to understand which products are likely
to be useful as well as how to use them. In an effort to guide users, LANCE
worked with the science teams to develop a table of potentially useful products
for NRT applications/hazards and disasters with links to stories in the NASA Earth
Observatory (http://earthobservatory.nasa.gov) to help users understand what can
be seen in an image, in a narrative.
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5 Conclusion

This chapter provides examples of how LANCE global NRT data and imagery are
serving the needs of the applications community and enabling users to make better
decisions. The success of LANCE and breadth of NRT applications illustrated here
has been made possible through the NASA’s investment in algorithm development,
science applications development and the LANCE NRT infrastructure described in
Chap. 8. An important dimension of this system, and a distinct advantage in terms
of data quality, is having science teams oversee the expedited algorithms, monitor
the instrument and algorithm performance and help identify the potential use and
limitations of the data sets.

Although use of LANCE data and imagery is growing, a general lack of awareness
of the availability of these NRT products and their potential utility, still limits uptake
by potential users. It is expected that this will change as user experiences become
more streamlined, and blogs and social media provide more links to NRT imagery.

In the near future, users will be able access clients that stream coincident im-
agery from low/moderate-resolution (like MODIS, AIRS, OMI and MLS) and
high-resolution sensors, and this will take the user experience to the next level.
The integration of high-spatial—low-temporal resolution imagery with imagery of
low/moderate-spatial resolution but high-temporal resolution will increase the util-
ity of both types of data. For example, a user may identify the occurrence of fire,
burned area or flood using MODIS but may struggle to determine the spatial extent
of the event. Being able to add a co-incident layer of high-resolution imagery will
help the user improve their confidence in what they see and provide a more accurate
quantification of areal extent.

This chapter highlights how LANCE products are successfully being used, by
the groups outlined in Table 2, for a wide range of applications. In addition to
AIRS, MLS, MODIS and OMI there are other instruments that could provide data
to complement the existing suite of products, if they were available in NRT with
LANCE-type capabilities. There is therefore a case for near real-time data capability
to become a standard option for global data access.
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Use of Satellite Image Derived Products for
Early Warning andMonitoring of the Impact
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Abstract

African and other countries in the world suffer from regular occurrence of extreme
weather events of which droughts form a significant part. This is seriously affect-
ing the ability of those countries to cover their population needs in food supply
and to maintain their livelihood. However, the pattern of droughts is extremely
variable both temporally and spatially and it is crucial that decision makers be
informed in advance of the extent and location of potential drought conditions to
target relief measures.

Approaches to food security monitoring based on the temporal and spatial
analyses of Satellite image derived products are presented. These approaches
demonstrate that the extent and severity of a drought can effectively be charac-
terised in near real time. Examples of previous work in Zambia showed the benefit
of integrating historical agricultural statistics with satellite derived products to
better attribute vegetation development variability to agricultural production thus
providing a means to predict potential crop production levels for the current grow-
ing season. Other work in Namibia, Niger, Senegal, South Sudan and Botswana
shows that such techniques can be used to monitor rangeland primary production
levels for a given season.

Lessons from the implementation of these approaches operationally are
summarized, emphasizing the importance of institutional support.
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1 Introduction

African and other countries in the world suffer from regular occurrence of extreme
weather events of which droughts form a significant part. This is seriously affecting
the ability of those countries to cover their population needs in food supply and to
maintain their livelihood assets.

However, the pattern of droughts is extremely variable both temporally and spa-
tially and it is crucial that decision makers be informed in advance of the extent and
location of potential drought conditions to target relief measures. Figure 1 below
shows the variability of Maize production in Zambia between 1981 and 2005 with
an average of just over 1MT over the period considered, the actual annual production
can vary by a factor of 4. Considering that maize is the main staple crop in Zam-
bia, with a rapidly growing population, early indication on the status of the growing
season is considered as strategic information by the Zambian government.
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Fig. 1 Maize production in Zambia 1981–2005 ( maize production, average
production, population, source FAO). Note that population is increasing, while maize
production is not
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set up by international (FAO-GIEWS1, USAID-FEWS-NET2 and WFP-VAM3),
regional (e.g. AgrHyMet centre, RMCRD4, SADC5) and national organizations
(mainly meteorological departments). Most of these systems rely on several compo-
nents and other sources of information than just remote sensing of vegetation activity
(Hutchinson 1991). They normally include some or all of the following aspects:

1. Socio-economic and market analysis based on desk and field data acquisition
2. Rainfall monitoring
3. Agro-meteorological modeling products
4. Vegetation status monitoring

Points 1–3 are focusing either on field based or meteorological data and are outside
the scope of this book. Therefore, this chapter will further focus on the link between
vegetation status monitoring and food security.

Surprisingly, despite the fact that “Food insecurity is likely to increase under cli-
mate change, unless early warning systems and development programs are used more
effectively” (Brown and Funk 2008), a bibliographical search on food security and
remote sensing reveals very few hits particularly in recent years. This may be because
much of the research has been directed toward retrieval of biophysical parameters
from satellite imagery to monitor vegetation: fraction of Absorbed Photosyntheti-
cally Active Radiation (fAPAR), Leaf Area Index (LAI) or Dry Matter Productivity
(DMP) rather than on developing research on better methods for early warning of
droughts for food security. Another factor may have been the drop in funding for
agricultural research with a shift toward environmental research in western countries
since the late 90s. This is now perhaps likely to change with the recent surge in
agriculture commodity prices. As a result, a number of initiatives were launched at
the highest political level such as the G206 action plan on food price volatility and
Agriculture7 particularly in the context of climate change when the world agricultural
production is likely to be increasingly erratic due to more frequent extreme weather
events including droughts (Lobell et al. 2008).

In Africa, early characterization of droughts is crucial if drought impacts on food
security are to be mitigated. Although a review of existing methodologies used in
these systems shows that the use of remotely sensed imagery plays an essential
part in the process, the products derived are often difficult to interpret. Additional

1 Food and Agriculture Organization’s Global Information and Early Warning System on food and
agriculture.
2 United States Agency for International Development (USAID) Famine Early Warning System
Network.
3 World Food Programme’s Vulnerability Analysis and Mapping.
4 Regional Center for Mapping of Resources for Development.
5 Southern African Development Community.
6 The group of 20 major economies.
7 http://un-foodsecurity.org/node/1115.
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analyses are required to derive indicators that can convey the appropriate information
to decision makers in layman terms.

Approaches based on the temporal and spatial analyses of satellite image derived
products have been developed. Even though droughts are considered as slow onset
disasters, the time sensitive element of the remote sensing data used is at two levels:

• Long term archives are necessary for these approaches to be successfully imple-
mented and the longer the time series, the more reliable the indicators developed
become;

• Indicator products need to be made available to decision makers as early as possi-
ble before the end of the growing season for them to take appropriate action (e.g.
import cereals in case of serious drought before prices are too high).

2 Common Characteristics of Vegetation Status Monitoring and
Drought Early Warning Systems in Africa

As indicated previously, bibliographical references on this topic are scarce. However,
a good source of information about the state of the art in this area is found in the
Crop and Rangeland Monitoring (CRAM) workshops that regularly takes place in
Nairobi, Kenya8.

Most early warning systems for food security make use of vegetation status prod-
ucts. In its simplest way, they will consist of 10-day maximum value composites of
vegetation indices derived from high temporal resolution satellite images to comply
with the time sensitive aspect of the information to be provided (AVHRR9, SPOT10

VEGETATION, MERIS11 or MODIS12).
The most widely used satellite derived indicator of vegetation activity is the

Normalized Difference Vegetation Index (NDVI, Tucker 1979). However, new ap-
proaches are now being increasingly used such as the Enhanced Vegetation Index
(EVI) for MODIS (Huete et al. 2002) or the use of biophysical variables resulting
from radiative transfer model inversion with fAPAR/LAI products (Knyazikhin et al.
1999; Gobron et al. 2005; Rossi et al. 2008; Baret et al. 2007). Several studies have
demonstrated the use of vegetation indices to assess crop yields or rangeland pri-
mary production (Prince and Astle 1986; Kennedy 1989; Diallo et al. 1991; Prince
1991; Rasmussen 1992; Carfagna and Gallego 2006). For the non-technical user,
vegetation indices or LAI/fAPAR maps as shown in Fig. 2 are difficult to interpret.
Without further information, it can only be said from looking at the map that some

8 http://mars.jrc.ec.europa.eu/mars/News-Events/3rd-CRAM-Workshop.
9 Advanced Very High Resolution Radiometer.
10 Système Pour l’Observation de la Terre.
11 MEdium Resolution Imaging Spectrometer.
12 MODerate resolution Imaging Spectroradiometer.
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Fig. 2 National oceanic and atmospheric administration (NOAA) advanced very high resolution
radiometer (AVHRR) normalized difference vegetation index (NDVI) image of Namibia for the
second 10-day period of 2000

areas appear greener than others. However, this does not necessarily mean that those
areas exhibit better conditions. Firstly, because the relationship between vegetation
indices and vegetation condition is not explicit and secondly, there may be different
relationships for each vegetation type. Previous studies (Kogan 1990; Maselli et al.
1993) have shown the influence of geographic variations on the interpretation of the
NDVI.

In order to relate vegetation indices or fAPAR/LAI to vegetation conditions, there
is a need to compare the current value at a given location with historical data. Only
then will it be possible to determine whether the vegetation conditions are better or
worse than normal. Current operational early warning systems such as GIEWS or
FEWS-NET have set up operational early warning systems which compare current
NDVI images with the previous 10-day period or with the mean image for the period
considered (Le Compte 1989; Hutchinson 1991; Lambin et al. 1993). The first
approach only helps determine whether vegetation is greening up or not and does not
really help assess the actual vegetation conditions. The second approach is also very
simple but relies on the temporal variation of the NDVI for a location and a given
10-day period being normally distributed. This assumption may be unreasonable
because the lower limit of the NDVI is bounded by the response for bare soil. Kogan
(1990) took a different approach and defined a Vegetation Condition Index (VCI) as:

VCI = 100

(
NDVI − NDVImin

NDVImax − NDVImin

)
(1)
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Fig. 3 Vegetation productivity indicator (VPI) maps of Zambia for (a) 1988 with 1.9 Mt of Maize
produced (b) 1982 with 0.7 Mt of Maize produced and (c) 2002 with 0.6 Mt of maize produced

where NDVImax and NDVImin are the maximum and minimum NDVI values in the
time series, for the dekad. This assumes that the current range represents the maxi-
mum possible variation and that all values of the NDVI within the range occur with
the same frequency and therefore have the same probability. This also maybe an
unrealistic assumption.

Sannier et al. (1998) proposed an alternative method to compare the current NDVI
with the historical NDVI archive to assess vegetation condition with a Vegetation
Productivity Indicator (VPI). The method estimates the statistical distribution of
the NDVI empirically from the available data without limiting assumptions and is
sensitive to the background vegetation type. The VPI is expressed as a probability p
to get a lower NDVI value:

VPI = p = m

n + 1
(2)

where m is the current NDVI rank in the time series and n is the number of years.

Therefore, a low probability corresponds to low vegetation conditions. The method
was applied to NDVI, but could also be applied to other vegetation indices or
fAPAR/LAI. Figure 3 shows VPI maps of Zambia for selected growing seasons
illustrating the relation with maize production.

Time series profiles as shown in Fig. 4 can also be produced from time series of
images against the VPI template indicating how a season is progressing for selected
locations. These together with maps can then be integrated in bulletins produced
during the growing season and disseminated to stakeholders.

3 CropMonitoring for Food Security

3.1 Context

As mentioned in the introduction, throughout the past decades a number of crop mon-
itoring systems using remote sensing data as input have been developed at global to
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Fig. 4 Comparison of the vegetation productivity indicator (VPI) in two different seasons (1981–
1982 and 1987–1988) in Zambia for the same location in the Kalomo district

regional and national scale. Crucial for these systems is to get the correct information
in a timely manner on the desk of decision makers. During the 3rd CRAM workshop
held in Nairobi, Kenya from 26 to 30 September 2011, this was pointed out and
stressed once more. The workshop took place during the 2010–2011 famine in the
Horn of Africa which had claimed the lives of thousand in the region. During the
conference it was highlighted that analyses based on remote sensing data had already
predicted this event, but this information was not picked up by decision makers. As
such it was concluded that one of the challenges of the early warning community
still remains to find the right way to convey relevant information in a timely and
understandable manner to decision makers13. The following sections describe an
approach on how this can be achieved by close collaboration with local experts.

3.2 Remote Sensing Time Series Analysis for CropMonitoring

The focus of this section is on approaches used in the Crop Yield and Vegetation
Monitoring Service of the Global Monitoring for Food Security (GMFS14) project.
GMFS is part of the ESA’s contribution to the European Union/ESA Global Mon-
itoring for Environment and Security (GMES-Copernicus) program. The GMFS

13 http://mars.jrc.ec.europa.eu/mars/News-Events/3rd-CRAM-Workshop/summary_cram3.
14 www.gmfs.info.
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partnership started in 2003 and consists of seven European institutions with differ-
ent fields of expertise, in addition to the European partners, there are two regional
African partners: theAgrHyMet Centre in Niger and the Regional Centre for Mapping
Resources for Development (RCMRD) in Kenya. As stated by Haub and Gilliams
(2010), “GMFS aims to provide earth observation based services and encourage part-
nerships in monitoring food security and related environmental processes in Africa,
by concerting efforts to bring data and information providers together, in order to
assist stakeholders, nations and international organizations to better implement their
policies towards sustainable development.”

The primary data used for the above mentioned service was from the MERIS
sensor, covering the period 2002–2012. When contact was lost with the ENVISAT
satellite platform carrying the MERIS sensor inApril 2012, the GMFS program began
to use data from the SPOT-VEGETATION program (1998-present). These long term
archives make it possible to compare the current crop status at local regional and
continental level with “normal” conditions (i.e. the historical average situation).

As part of the JRC-MARS15 project VITO developed an analysis tool specially
developed to analyze time series data called Software for Processing and Interpreta-
tion of Remote sensing Image Time Series (SPIRITS). This tool allows local experts
to analyze the long term remote sensing data archives at their disposal and compare
time series data with current data. Outputs from this analysis tool are similar to the
result shown in Fig. 4. The long term min, max and mean NDVI can be plotted versus
the NDVI of the 2009 growing season for selected administrative regions, as well as
a similar analysis for Rain Fall Estimates (RFE). The NDVI and RFE profiles were
extracted based on an agricultural mask derived from the FAO (Food and Agriculture
Organization of the United Nations) AFRICOVER data set (Kalensky 1998).

Thanks to the availability of the full archive of SPOT-VEGETATION data this
type of analysis can be done at any time during the growing season for every region
in Africa. In fact based on these graphs, decision makers can already see at the start
of the season if the vegetation in the arable parts of their region is growing below or
above the normal and if the growth is within the min and max range of the historical
archive. This provides them with a basis to take early actions during the growing
season in case of extreme events.

A second approach using the software tool that is applied within the GMFS project
is based upon a cluster analysis. In this analysis the NDVI values for all arable land
pixels are compared to the historical mean NDVI value for that specific pixel at a
specific time in the growing season. The result as shown in Fig. 6 provides the spatial
location, the spatial extent as well as the temporal extent of an anomaly. For the red
area in Fig. 5, it can be seen that until around May, the NDVI values were close to
the average (grey zone around 0difference). At the end of June and throughout July
there was a serious drop in NDVI values as compared to the historical mean values
(drop of around 15 %), but this drop was not permanent since it seems that vegetation
had recovered by mid-August.

15 Joint Research Centre—Monitoring Agriculture with Remote Sensing project.
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Fig. 5 Global monitoring for food security cluster analysis product, where all pixels with similar
characteristics throughout the growing season or as compared to the historical mean are clustered
and displayed on a map. The temporal characteristics of each cluster is displayed in the graph

A third and final approach demonstrating the time sensitive element of remote
sensing data in crop monitoring systems is the analysis of the start of the growing
season. Based on the analysis of the historical archive of the remote sensing data, the
average start of the season is calculated. The NDVI response for the current season
is then compared with the average NDVI response. Based on this analysis, the time
difference between the start of the current and average seasons can be calculated as
a number of 10-day periods (or dekads) as shown in Fig. 6.

3.3 User Interactions

The examples shown in the previous section clearly illustrate the importance of
maintaining a long, qualitative and complete archive of remote sensing data to provide
decision makers with relevant and correct information on drought conditions likely
to affect the food security situation in the region considered. The second challenge
raised in the conclusion of the CRAM workshop i.e. the time delivery of the data in
understandable manner, will be addressed in this section.

diane.k.davies@nasa.gov



192 C. Sannier et al.

Fig. 6 South Sudan—Crop monitoring information support: Start of growing season analysis using
the software for processing and interpretation of remote sensing image time series (SPIRITS) tool.
Start of season shift: 2012 compared to (1999–2011) average

GMFS users are the driving force behind the definition of GMFS products (Haub
and Gilliams 2010) and implementation of the activities. The interaction between
GMFS and the Centre de Suivi Ecologique (CSE) in Senegal provides a demonstra-
tion of this approach. The objective of the CSE is to collect, process, analyze and
distribute remote sensing products on land, infrastructure and natural resources of
Senegal to improve the management of natural resources at all decision levels. As
such, CSE is a member of the interdisciplinary group that meets every 10 days dur-
ing the growing season in Senegal in which they share their remote sensing derived
information with the other members of the group (e.g. ministry of agriculture, mete-
orological department etc.). Since this meeting takes place every second day after a
the end of a 10-day period, it is crucial that CSE receives GMFS products before this
date with sufficient time left for local experts to analyze the information provided.
CSE experts were trained on SPIRITS to ensure they can understand, produce and
explain the products provided and perform the analyses they need. Figure 7 illus-
trates how analyses described in the previous section are published in the bulletins
CSE produces every 10 day during the growing season.
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Fig. 7 Bulletin production by the Centre de Suivi ecologique integrating the global monitoring for
food security approach

4 RangelandMonitoring for Food Security

4.1 Pasture Production Estimation

Largely dependent on water and pasture availability, the livelihood of pastoral com-
munities in the Sahel region is based on a fragile equilibrium, very sensitive to
rainfall variability. In these areas where ACF International (a humanitarian organiza-
tion committed to ending world hunger) has been working since 1996, the evaluation
of available pastoral resources represents fundamental information for pastoralists.

In the Sahel, for a given year, the total rainfall amount falls during a unique
rainy season that lasts between 2 and 4 months. Once this period has passed, it is
possible to assess the resource availability and forecast the likely adaptation strategies
pastoralists and their livestock might adopt during the coming year. Doing so, it is
possible to evaluate the level of vulnerability for each area.

In order to address an existing gap for the assessment of pastoral commu-
nities’ vulnerability, ACF and its partners have been progressively developing a
geographic information system (GIS) based tool—the Biogenerator—providing a
semi-automated approach to biomass production monitoring.

This tool integrates SPOT-VEGETATION DMP and NDVI products. These prod-
ucts are pre-processed by VITO from 1998 until today, on a 10 days basis and with
1 × 1 km pixel size. DMP [kg/ha/day] is estimated using the SPOT-VEGETATION
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Fig. 8 Spatial comparison between biomass production anomalies in the Sahel region in 2011 and
2012

NDVI temporal profile converted to fAPAR values based on the Monteith’s model
(Baret et al. 2007).

Three types of outputs are produced by the Biogenerator:

• The biomass production map for each year of the time series;
• The inter annual average biomass production map;
• The biomass production anomaly map for each year of the time series.

The outputs are produced right after the end of the rainy season (end of September,
beginning of October). Specifically, the annual biomass production map and the
biomass production anomaly can be effectively used in the frame of early warning
processes in pastoral areas, while the inter-annual average biomass production map
would provide useful information for land and natural resources management for
longer terms purposes.

Biomass production anomaly maps for 2011 and 2012 are presented in Fig. 8. The
Biomass production deficit is represented by red color while excess is represented by
green color. From these two maps, it is easy to observe the huge difference between
these two consecutive years. In 2011, the rainy season failed in almost the whole of
Sahel while in contrast, 2012 has been one of the most productive years recently.
The 1 km2 resolution is sufficient for a sub national and local analysis to support an
efficient early warning process and response several months before the effects of the
rain failure could be felt. In Fig. 9 DMP values over 2011 and 2012 rainy seasons
are compared to “normal” year’s values for a single pixel chosen in the Ifoghas
mountains region in north Mali. In 2011, the rains started earlier but also stopped
very early aborting the productive period, while in 2012 rains started later than the
normal year but gave much higher production.

The tool was developed and transferred to national authorities in Mali and Niger
and is progressively recognized at regional level by governments, non-governmental
organizations and United Nations agencies as a reference to anticipate incoming
crisis. As the Sahel is heavily affected by climate change, the system could also help
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Fig. 9 Comparison of dry matter productivity between years 2011 and 2012 for one pixel in Ifoghas
mountains (18◦51’09.64”N, 1◦45’48.21”E)

analyzing some of climate change induced effects and could become a planning tool
to support pastoral population resilience.

4.2 Feed Balance Diagram

The biomass production anomaly consists of a reliable early warning indicator in the
pastoral areas of the Sahel. However, the value of this tool is rather limited to quantify
the biomass production in order to provide an actual feed balance. A comparison of
the Biogenerator output and field data (570 plots measurements realized between
1998 to 2009 in north Mali and Niger) show that it reliably characterize the annual
dry matter production quantity (R2 = 0.59, Fillol et al. 2008). However the actual
usable and accessible biomass is not directly assessed. As a result, using the output
of the Biogenerator could be misleading without applying some additional spatial
analysis. Figure 10 shows the different analysis that should be performed in order to
provide a more realistic feed balance.

LEVEL 1 is the level directly reached by the Biogenerator. It provides a total
quantity of biomass production without distinguishing any degree of palatability and
accessibility.

LEVEL 2 introduces the notion of usability/palatability. Applying pastoral poten-
tiality maps on top of biomass production could help getting a closer idea of usable
biomass.
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Fig. 10 Feed balance diagram. (Ham F. & Fillol E.)

LEVEL 3 considers the accessibility of the pasture lands with respect to the
distance to water and considering topography.

LEVEL 4 would relate the usable and accessible pasture to the number of animals.
At this level it would be possible to provide a more realistic feed balance.

This last level is not currently achieved, but ACF is exploring how this could be
done through partnerships at local, regional and international levels. This would then
provide a means to anticipate more accurately a potential crisis in the Sahel.

5 Conclusions

These approaches demonstrate that the extent and severity of a drought can effec-
tively be characterized for time sensitive applications. Work in Namibia, Niger and
Botswana shows that such techniques can be used to monitor rangeland primary
production levels for a given season. Examples in Senegal and Zambia showed the
benefit of integrating historical agricultural statistics with satellite derived products
to better attribute vegetation development variability to agricultural production thus
providing a means to predict potential crop production levels for the current growing
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season. However, scrutiny of existing operational food security early warning sys-
tems show that EO derived vegetation condition map products are not always well
integrated with other sources of information. These inputs are still very valuable in
providing converging evidence of the presence of drought conditions, but the use
of these products for early decision making could be reinforced if the relationship
between the severity of the drought and the associated reduction in crop yields or
rangeland primary production was better known quantitatively.

To be successful, these approaches need to carefully consider how decisions af-
fecting food security are made and to whom the products are addressed. These
considerations emphasize the importance of institutional support.
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